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I. Introduction

A large number of studies in the accounting literature have evaluated different time-
series models of corporate earnings in an attempt to identify the model that best describes
the earnings generating process. However, this attempt has not been very successful for
the models of quarterly earnings because each of the Griffin (1977) and Watts (1975),
Foster (1977), and Brown and Rozeff [1979) models has received some support in the
previous studies. There are several different methods which are used in the literature to
evaluate time-series models, The within sample methods, such as minimizing the Akaike

Information Criterion (AIC), the Schwartz Bayesian Criterion (SBC) or the residual
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variance, generally result in choosing the model which “best characterizes”™ the historical
path of the data, where the different criteria use different definitions of “best
characterizes”, The out of sample methods, such as minimizing the Mean Squared
Forecast Error (MSFE) or minimizing the out of sample AIC or SBC, generally result in
choosing the model which ‘best forecasts”, For example, the MSFE uses the square of
the difference between the forecast and the actual value as a measure of how good a
forecast is, while the AIC and SBC use the MSFE with different penalties imposed for
overly elaborate models (or rewards for parsimonious models) as a measure of how good
a forecast is.”

Clearly, however, these different evaluation criteria are not independent and should
usually result in similar conclusions regarding the selection of a model, But because they
each focus on different aspects of the models, they will not always result in identical
conclusions, For example, an overly parameterized model would be rejected by the AIC
and SBC but not by the MSFE criterion while overly parsimonious models tend to be
rejected by AIC and MSFE but not by SBC. In a study by Dharan (1983), the within
sample AIC criterion led to a selection of the Brown and Rozeff (1979) (100) X (011) model
(the BR model) while the Foster (1977) (100) X (010) model (the F model) was chosen by
the MSFE criterion.? Furthermore, mixed results have been reported in previous studies
which employed the MSFE. For example, Collins and Hopwood (1980) and Bathke and
Lorek (1984) have found an evidence supporting the BR model, In contrast, Benston and
Watts (1978) and Lorek (1979) have brovided results in favor of the F model and the
Griffin (1979) and Watts (1975) (011) X (011) model {the GW model), respectively,

These mixed results suggest that sometimes one criterion is unable to distinguish be-
tween models, Therefore, we propose an aiternative method of evaluating time-series

models of quarterly earnings. Our method utilizes the predictive values of quarterly earn-

1) In addition to the methods described here, there is an additional method which evaluates the
models m terms of the association between earnings forecast errors and unexpected changes
in stock prices, Using this criterion, the model which generates the forecast errors most
highly associated with stock price changes is considered to be the best model utilized by he
market,

2) The three ‘premier’ models of quarterly earnings identified in the literature are described as
a multiplication of regular and seasonal components, and can be parsimoniously designated
as (pdQ) X PDQ) using the Box and Jenkins (1976) notation. The p, d, and q refer to the
number of regular autoregressive, differencing and moving average terms, respectively, The
P. D, and Q are the respective seasonal counterparts.
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ings for improving the forcasts of annual earnings.® As demonstrated in the next section,
particular time-series models of quarterly earnings imply particular theoretical predictive
values, and we can use these theoretical predictive values to construct an alternative way
of measuring how good a quarterly model is. In particular, a model for which there is
little difference between the theoretical predictive values (TPV) and the observed or
empirical predictive values (EPV) would be preferable to a model for which these values
diverge substantially, The difference between these two values can be viewed as an out
of sample measure of model misspecification, which makes this a reasonable criterion by
which to evaluate a model, In a sense, then, the model which "best forecasts™ according
to this criterion is the one for which the observed reduction in forecast variance is closest
to what it should be if the model were true,

Additional motivation for this study is provided by the lack of analytical work as to how
the quarterly earnings reports lead to improvement in the forecasts of annual earnings. As
noted by Ball and Foster (1982, p.123), most of previous studies have addressed this
issue "almost exclusively at an empirical level with limited analysis of the conditions under
which improvement in forecasting would (or would not) be expected”. In this study, we
demonstrate analytically that for a specific class of quarterly models, quarterly earnings
reports always improve annual earnings forecasts and the degree of improvement
(predictive value) is determined by the parameter value of the given quarterly earnings
model,

Using a sample of 235 firms over 5 year period from 1980 to 1984, our empirical tests
evaluate three time-series models of quarterly earnings (the BR, F and GW model) . The
result shows that our criterioﬁ selects the BR model over either the F model or the GW
model, This finding is generally consistent with the results from the within sample methods
(AIC and residual variance) and the MSFE criterion. However, our proposed method
makes these rankings clearer,

The remainder of this paper is organized as follows, In the next section, we derive the
theoretical relationship between time-series properties (parameter value) and the predictive
values of quarterly earnings, Our research design including sample selection and model

comparison procedure is described in Section 3. The results of the empirical analysis are

3) The term ‘predictive value’' is defined in this paper as the improvement in the forecasts of
annual earnings from incorporating the first, second and/or third quarter’s realized earnings
over the forecasts made at the beginning of the year. Thus, the ‘predictive value' and
‘improvement’ are used interchangeably.
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presented in Section 4, and concluding remarks appear in the final section,

II. Time-Series Properties and Predictive
Values of Quarterly Earnings®

Consider five points in time during a year, The time 0 is the beginning of the fiscal
year, while time-periods 1,2,3 and 4 correspond to the dates when actual earnings are
available for the first, second, third and fourth quarter, respectively. Note that time 4 is
the end of the fiscal period when annual earnings become known. At each point in time

(0,1,2,3), the forecast of a firm's annual earnings (A) conditional on the available
quarterly report (Q,) is defined as:

E(&IQ) = ?é‘E @1Q)

where E is an expectation operator, ~ denotes random variable, and ﬁgIQ, is the
earnings for quarter t(=1,2,3,4) conditional on 7(=0,1,2,3) quarter's actual earnings. For
example, E(Q:|Q), E(G;1Q,) and E(&!Q,) are the forecast of the third quarter earnings
conditional on zero, one and two quarterly reports, respectively. Note that for tSt,E(ﬁ.IQ,)
=@, since actual quarterly earnings are known at these points in time,

To assess the degree of improvement in forecasting annual earnings from incorporating
the quarterly reports, the variance of annual forecast error conditional on each quarterly
earnings is compared with that generated before the release of the quarter’'s earnings.®
Denoting V; as the variance of the forecast error for annual earnings conditional on t

quarter's earnings, we have :

Ve=var(A—E(&|Q))

4) The analysis is similar to that of Barnea, Dyckman and Magee (1972), but differs in the
following way : First, they did not employ a time-series model governing the quarterly
earnings, and second they examined the predictive value of the first quarter’s earnings only,

5) The selection of forecast error variance to measure the improvement in forecast is based on
(1) the popularity of its use in empirical literature as a forecast error metric, and (2) the
assumption of quadratic loss function, Barnea, Dyckman and Magee (1972) also used the
forecast error variance.
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—var( @ -E@1Q)))
- Lvar@-E@IQ) 1+ 33 cov GE@12)), G-E @I
Equation (1) shows that at the beginning of the year, the variance of annual earnings
forecast error(V,) consists of (|) error variances of one, two, three and four quarter
ahead forecasts, and (i) their covariances. At the end of the first quarter, the release of
actual earnings would lead to reduction in the error variance, i.e., more accurate forecast,
for the forthcoming annual earnings. The improved forecast is due to (]) the substitution
of the realized first quarterly earnings for their predicted values, and (jji) the revision in
the forecasts of the remaining three quarters.® In subsequent time periods, as additional
quarterly earnings become available, the forecast accuracy would increase substantially

compared with that at the beginning of the year,
To see how the time series behavior of quarterly earnings affects their predictive value
for forecasting annual earnings, we begin by noting that any ARIMA process can be written

as an infinite weighted sum of current and previous shocks a;
Qt+'=af+t+zla'f+l—l+7rzar+g-z+ ......

where a, is an independently and identically distributed ‘white noise’ process with mean
zero and constant variance (¢%), and #; (j=0,1,2,-) is the linear filter relating Q,,, to
aryy . Note that if the process is stationary then the infinite series Xz; will converge.,

Accordingly, a forecast Q. (t) of Q.,, , which is said to be made at origin t for lead

time t, can be expressed as :
Q ) =matm,jac,+
The t-step ahead forecast error e, (t) is then defined as:

er (t) = Qr+ t™ Qr (t)

t1
=2 Ayt

j=o

where m,=1, For the purpose of this study, e (t) can be interpreted as the error of t-

6) Abdel-Khalik and Espejo (1978} provide an adaptive model which includes both “substitution
effect” and ‘revision effect”., See also Brown and Rozeff (1979) for the empirical evidence
of separate contribution of each effect to the improvement in forecasting annual earnings.
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step ahead quarterly earnings forecast conditional on 7 quarter's realized earnings, i.e., e,
® = (Q-E(@Q.IQ)) in terms of previous notation, Note that z and t are bounded by (0,3)
and (1,4), respectively and t<4-t,

Using the above definition of forecast error and rewriting equation (1), we get:

4-T
Ve=var( Eet ]

= gvm[e, )+ Z:Zj;-;iz:co‘l[er (8) @ (t) Jevrrermernmsmmsree s @)

The variance of and covariance between forecast errors of same origin but different lead

times are shown to be as follows (Box and Jenkins (1976), p.160) :

var(e.(t) )=¢* hZ:;-ﬂ'ﬁ-l
and
covie (s) e (t))=0* %ﬁiﬂm-s

where t)s and 7,=1. By substituting these into (2), the forecast error variance of annual

earnings conditional on T quarter's earnings can be written as:

4t t i |
Vr=[22”§—1+2222’ﬁﬂi+t-s]az L T=0,1,2,3 e 3
tm] b=l s=1 s i=0

The following two points should be noted for equation (3). First, only nj(j =0,---,3) are
relevant because the maximum forecast horizon is 4 quarters within a year, Second, error
variance of the forecast made after the third quarter’s earnings (V,) is constant (¢*) and
hence not affected by o; for any j.

An assumption is made regarding the time-series model. We assume that the time-series
process of quarterly earnings is described by single parameter in its regular and seasonal

component with maximum of first-order differencing in regular series,” Under this

7) In a box and Jenkins (1976) notation of (pdq) X (PDQ). this assumption requires that
quarterly earnings processes belong to the class of the models with (1) p+q<1, (2)P+Q<1,
and (3) d<l. Note that no restriction is imposed on the seasonal differencing(D). Al the
models suggested by Foster (1977) (100) X (010), Griffin (1977) and Watts (1975)(011)
% (011), and Brown and Rozeff (1977)(100) X (011) belong to this class. Thus, the

assumption does not appear to be an unrealistic one.
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assumption, all z; (1<j<3) can be expressed as a function of the parameter 7 (either AR
or MA) of the regular component, To see this, first note that the class of seasonal time-

series models assumed may be written in the following general form :
¢ (B)¢.(BY) (1-B)*(1-B)°Q,=6, +0(B)6.(B)a,,

where ¢ (B) =1-¢B, #.(B*) =1-¢B‘, 6(B)=1-6B, and 6,(B‘) =1-6B'; ¢ and ¢, are regular
and seasonal AR parameter, respectively; ¢ and 6, are regular and seasonal MA
parameter, respectively:f, is a constant term: and B is a backward shift operator such

that B'Q=Q... By ignoring the constant term, this form can be rewritten as :

(1-B)*(1-BY)"Q

#(B)'4.(B) '0(B) 6.(B) a,
(1+¢B+#'B'+-) (1+4B'+¢% B'+ ) (1-6B) 1-6B9 2,

Since the x's for this study are relevant only three periods back (a.y) , we have the
following form for the non-differenced series by ignoring the terms associated with =, for
>4

(1-B)*(1-BY°Q,=a,+ ($-O) an+ ¢ (#-0) ace+¢* (3-6) aus. -

Depending on (i) the order of regular defferencing (d) and (i) whether AR or MA

process is considered, we have the following four types of models : ¥

Model 1: when d=0 and 6=0,

Q=a+ga, +s'a.+¢%a., and =4 for j=1,2,3.
Model 2 : when d=0 and ¢=0,

Q=a;-fa,,, and 7r=-0 for j=1:x=0 for j=2,3.
Model 3 : when d=1 and 6=0,

Qeat (148 ant (1+8+8)aut 1+ +8a0, and m=1+33 ¢ for j=1,2.3.

s=]
Model 4 : when d=1 and ¢=0,
Q=a+ (1-) an+ (-9 an+ (1-0) a,, and z=1-6 for j=1,2,3.

It should be emphasized that for all the above models, 7, are expressed as a function

of the regular parameter [ (either ¢ or 6) and lag ji.e., m=£(, j). Furthermore, note

8) The orders of seasonal differencing (D) and seasonal component (#, and 6,) are irrelevant
because they habe no impact on a and thus on 7 for je(0,3].
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that Brown and Rozeff (1979) and Foster (1977) models are special cases of Model 1,
while Griffin (1977) and Watts (1975) models belong to Model 4.

Two important results arise from equation (3). First, ¥, is a decreasing function of . That is,
VOVOV)Vs or dV./dz<0,which indicates that quarterly reports always improve the forecast
of annual earnings if quarterly earnings are generated by the class of models assumed .
Alternatively stated, quarterly reports have predictive value for forecasting annual
earnings, This result is intuitively apparent because the forecasts become more accurate
as the forecast horizon (4-7) decreases. This is also consistent with empirical evidence
that the accuracy of annual earnings forecast increases as the end of the year approaches
(e.g., Lorek (1979) and Collins and Hopwood (1980)) .

Proof : If 720, it is obvious from equation (3) that V, is always decreasing in r. Note that
i

n=1+233 #50 (Model 3) and xj=1-6)0 (Model 4) because |#|¢{l1 and |6]|{l from the
=]

stationarity and invertability condition, respectively, Hence, dV./dz{0 for the Model 3 and
Model 4. Next, consider Model 1 when the AR parameter ¢ is negative so that m{0 for
some j, Using the relation m=¢', we have : V,-V,= (14+¢)*(1+¢)0; V,-V,=¢ '+ (1+¢)*(1
+#>0: and V,=V,= (1+¢)0. Hence, V,)>V)V)V,. Finally, the comparisons among Vs
for the Model 2 give V,-V,=V,-V,=V,-V,= (1-6)*)0, showing dV./dz{0,

Second, the predictive values of quarterly earnings for forecasting annual earnings are a function of the parameter
I of a given model To see this, note that the contribution of the first quarter’s report to
the increased forecast accuracy can be measured by the difference between the forecast
error variances conditional on zero and one quarter's earnings, V,-V,. Likewise, the
contribution of the second (third) quarter over the first (second) quarter is measured by
V,-V2(V,-Vy) . Using equation (3), the total improvement(TI), relative to the forecast error at
the beginning of the year (V,), during a year in the forecast of annual earnings from

incorporating realized quarterly earnings can be defined as :

TI= (V-Vs) /V,

4 3 -
= (Eﬁaz_l_i_zzﬁzl:nizhhj SV gersee ettt e 1)
tm2 he] YRR

s=] s i=

Since the relative improvememt (RI) contributed by each quarter r (=1,2,3) to the total

improvement can be defined as RI(Q,) = (V..-V.)/(V,-V,), we have from equation (3) :

3 s
RI(Q) = [gnﬁ-l"'zgg’(izii-ksj/ (Vg=Vg) omeoermmmmmin (5a)
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3 s~
and RI(Q) = [Enz_l.i_ zéém’%a—sl/ (Vg=V) soeorvmeemesmimmi e, (5b)
RI(Q) = [gﬂﬁ.ﬁz:rl] J(VgmVig) rereemememmsssonsersees st essens e s e (5¢)

The predictive values (both TI and RI) of quarterly earnings as defined above clearly
show that they are a function of #s. Since ns are uniquely determined by the parameter
value (@ or ¢), the predictive values are a function of the parameter value of a given
model, Therefore, for a model and its parameter value, the theoretical predictive values
can be obtained from equations (4), (5a), (5b) and (5c) ., For example, the theoretical TI
for the BR and F models is (3+6¢+7¢*+6¢°+4¢'+26°+¢°%) / (4+68+76*+6¢°+ 48 +26°+¢
%), while TI for the GW model is given by (3+12x+147%) /(4+127+147%) where n= (1-6) .
Also, RI(Q,) for the BR and F models is (1+2¢+3¢*+4¢°+3¢'+2¢°+¢°%) / (3+ 68+ 79" +6¢°
+44'4+24°+¢% and RI(Q,) for the GW model is (1+67+97%)/(3+127+147%) .

M. Research Design

1. Sample Selection

Our sample consists of 235 COMPUSTAT-CRSP firms which satisfy the following
selection criteria : (1) quarterly earnings per share (EPS) data is available in the Value Line
Investment Survey over the period 1967~1984: (2) each firm has a fiscal year ending on
December throughout the period 1967~1984: and (3) each firm must be in the
manufacturing industry with two-digit SIC code between 10 and 39.

The first criterion is used to have enough EPS data for estimating the time-series
models by the BJ methodology. The second and third criteria are imposed to ensure the
comparability of earnings series across firms. The firms in the regulated industries such
as Banking, Utilities and Transportation are excluded because they may have earnings
processes quite different from the manufacturing firms. As is typical with time-series
research in accounting, the familiar ‘survivorship bias’ applies to the sample because it
includes only those firms that have existed for at least 18 years,

The above selection criteria yielded a sample of 235 firms, Table 1 shows the break-
down of the sample firms by industry (two-digit SIC code). Twenty three industries are
represented in the sample. There is clustering in particular industries, notably Chemicals
(SIC=28) and Electric Machinery (SIC=36), which account for 15.7% and 13.6%

respectively, of the sample firms,
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2. Measuring Predictive Values of Quarterly Earnings

For a given time-series model (the BR, F, or GW model), the estimated parameter
values will determine the theoretical predictive values (TPV). TPVs were obtained by
substituting the estimated parameter values for the true ones (¢ or 8) in the functional

forms specified in the Section 2, This procedure was repeated for each model, each firm,

and each year over the period from 1980 to 1984. Each time-series model was estimated
initially using 52 quarters’ EPS data(1967~1979) in order to obtain the parameter value
estimates for the year 1980. The use of 52 observations is based on the suggestion by Box

Table 1. Industry Classifications of Sample Firms

Two-Digit Industry Number of
SIC Code Description Firms

10 Metal Mining 9
12 Coal Mining 3
13 Oil and Gas Extraction 5
14 Nonmetal Mineral 1
16 Heavy Construction 2
20 Food and Kindred 10
21 Tobacco 3
22 Textile Mill 3
24 Lumber and Wood 2
25 Furniture and Fixtures 2
26 Paper 11
27 Printing and Publishing 7
28 Chemicals 37
29 Petroleum Refining 18
30 Rubber 7
32 Stone, Clay and Glass 11
33 Primary Metal 15
u Fabricated Metal 9
35 Industrial Machinery 21
36 Electric Machinery 32
37 Transportation Equipment 19
38 Instruments 7
39 Miscellaneous Goods 1

Total 235
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and Jenkins (1976, p.18) that at least 50 observations should be used to estimate a
preliminary model.” The reestimation procedure was then used by adding additional four
quarters’ data to the data base to estimate parameter values for the year 1981 through
1984,

Empirical (observed) predictive values (EPV) were measured using annual earnings
forecast errors conditional on the available quarterly reports, As a forecast error metric,

we used squared forecast error (SFE) which is specified as : »

SFE(Q)» = (A-E(AIQ)W)*
where
A, = actual annual earnings for firm i and year y, and
E(A|Q), = forecasted annual earnings conditional on T quarter’s earnings for firm
i and year y, v=0,1,2.3.

Closely following the definitions in Section 2, the total improvement (TI) during a year
relative to the beginning of the year in the accuracy of annual earnings forecasts from
incorporating realized quarterly earnings is measured by :

Tl, = (SFE(QJ.~SFE(Q),)/SFE(Q),

Similarly, the relative improvement (RI) in the forecast accuracy contributed by each
quarter is measured by:

_ SFE(Qe))y SFEQ)
RIQ)+ = 5rg(q,),-SFE @y °

r=1,2,3

The forecasts of annual earnings at the end of each quarter E(A|Q) are obtained by
summing the remaining quarterly forecasts of the year and the actual earnings of current
and previous quarters, The quarterly earnings forecasts (one through up to four—quarter-

9) See Lorek and McKeown (1978) for a preliminary evidence regarding the effect of number
of observations on the predictive ability. In general, they found a significant increase in
predictive ability as the number of observations increases .

10) Although the use of SFE as a forecast error metric is consistent with the analytical results
in Section 2, absolute forecast error (AFE) metric was also used (1) to examine the
sensitivity of the results to different measures of forecast error, and (2) to be comparable
with previous studies which employed this measure, The results using AFE were not
materially different from those reported.
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ahead forecasts) for the year 1980 are generated by estimating each time-series model
using 52 quarters’ EPS data (1967~1979). Each model is reestimated by adding the first
quarter's actual earnings to the data base in order to generate one through three-quarter-
ahead forecasts for 1980, This reestimation procedure continues by sequentially including
the most recent actual earnings data until the one-quarter-ahead forecast for the fourth
quarter of 1984 is generated.’'"

The theoretical (TPV) and empirical (EPV) predictive values were then averaged over 5

year period to get corresponding mean values for each firm and each model :

84
MTPV.=1/5 Z:ao TPV
=

and

Bt
MEPV.=1/5 Zso EPV.,
y-

where
MTPV.=mean theoretical predictive values,
MEPV,.=mean empirical predictive values,
i=firm index, i=1,---,235,
m=time-series model index, m=BR, F, or GW, and

y=vyear index, y=1980,-,1984,

3. Model Comparison Procedure

The primary objective of this study is to evaluate three time-series models of quarterly
earnings (the BR, F, and GW models) by comparing across the models how the empirical
predictive values are close to the theoretical predictive values. The absolute deviation
(DPV.) of the theoretical predictive values from corresponding empirical values was used

to measure how close the empirical predictive values are to the theoretical values :
DPV. = |IMTPV.-MEPV.,.|

The magnitude of DPV. represents the extent of misspecification of model m for firm i;

11) The rational for adopting the reestimation procedure over the simpler adaptive forecasting
technique is due to the empirical evidence suggesting the superiority of reestimation over
adaptive forecasting in predictive ability (McKeown and Lorek (1978)).
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the model is more misspecified, the larger is the magnitude of DPV.. Therefore, this
measure can be used to evaluate different time-series models using the following
procedure. First, for a given firm, three time-series models were ranked using the mag-
nitude of DPV : a rank of one was assigned to the model yielding the smallest DPV, while
a rank of three was assigned to the model yielding the largest DPV,

We then utilized these ranks to test whether there is a significant difference in the DPVs
across three time-series models,'” The Friedman test was used because (1) the test
involves comparison of DPVs from different time-series model for the same firms (related
sample) and (2) the distributional properties of the variable DPV are unknown. The
Friedman test is a nonparametric version of ANOVA (Conover (1980)) and has been
utilized in the time-series literature (e.g., Bathke and Lorek (1984) and Brown,
Hagerman, Griffin and Zmijewski (1987)). Finally, if the Friedman test rejects the null
hypothesis of no difference in DPVs across the three models, the matched-paired t-test
based on the ranks was conducted to test the significance of difference in each model pair

and to determine which model is the "best” one in terms of its specification.

V. Empirical Results

Table 2 presents the results of evaluating three quarterly earnings models based on their
predictive values, using squared percentage forecast errors. Panel A of Table 2
summarizes the average rank and mean DPV for each model and for both total (T} and
relative (RI) predictive values., The F-statistics from the Friedman test reveal that the null
hypothesis can be rejected in favor of the alternative hypothesis at the a level of 0.001
when TI was used, Except for RI(Q), the null hypothesis was also rejected for RI(Q,)
and RI(Qy with a level of 0.10 and 0.001, respectively, This result suggests that there is
a significant difference across three premier models,

Panel B of Table 2 provides the t-statistics and the associated levels of significance for
the multiple comparisons of three time-series models, For TI, all the pairwise comparisons

were statistically significant, The significance levels of two-tail tests for (BR, F)}, (BR,

12) Formally, the null and alternative hypotheses can be stated as:
H, : E(DPVw) = E(DPVy) = E(DPVew)
H,:E(@DPV) = E(DPV) for any j+keBR, F, or GW
where E denotes an expectation operator.
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GW) and (GW, F) pairs were 0.001, 0.002 and 0.023, respectively, This result indicates
that the BR model has the smallest specification error, while the F model is the most
misspecified one. Although the significance levels are not high, the BR model is still
better than the F or GW models when the comparisons are based on RI. Overall, these
results indicate that the BR model is the best one (i.e., the least misspecified model)
under our evaluation criterion, This result is also consistent with the evidence in previous
studies based on the within sample method (Brown and Rozeff (1979a) and Dharan
(1983)) and the out of sample method (Collins and Hopwood (1980) and Bathke and Lorek
(1984)) . To investigate whether this consistency holds for the sample used in this study,

both methods were applied to our sample.

Table 2. Comparisons of Time-Series Models Based on Predictive Values*

Panel A, Summary Statistics and Overall Comparisons®

TI RIQ)) RI(Q,) RI(Qs)
Model Mean Mean Mean Mean Mean Mean Mean Mean
Rank DPV Rank DPV Rank DPV Rank DPV
BR 1.785 0.093 1.928 0.259 1.902 0.223 1.719 0.164
F 2.330 0.112 2.013 0.273 2.026 0.240 2,255 0.211°
GW 2.021 0.111 2.060 0.267 2.072 0.243 2.026 0.1%0
Friedman F 21.67 1.58 2.74 27.38
p-value 0.001 0.207 0.066 0.001
Panel B, Pairwise Comparisons*
Model Pair TI RI(QJ) RI(Q,) RI(Qs)
BR-F -5.21 -0.90 -1.31 -4.05
(0.001) (0.370) 0.192) (0.001)
BR-GW -3.19 -1.42 -1.85 -1.24
(0.002) 0.158) (0.066) 0.219
GW-F -2.28 0.53 0.52 -0.16
(0.023) (0.598) (0.603) 0.871)

a : The forecast error metric used is squared forecast error.

The statistics are based on 235 sample firms using average predictive values over 5

years

b : For each firm, a rank of one (three) is assigned to the model yielding the smallest
(largest) value of absolute deviation between average theoretical predictive value and

average empirical predictive value (DPV) .

¢ : The matched-pair t-tests based on ranks are used. Associated p-values are in

parentheses
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Table 3 reports the results of model comparison based on the within sample method,
Three measures of the goodness-of-fit were used : (1) the Ljung-Box x°statistic; (2) the
Akaike Information Criterion (AIC): and (3) the residual variance, The Friedman F-
statistics (Panel A) indicate that there is a significance difference (ax=0.001) across
models in their ability to fit the data regardless of which goodness-of-fit measure was
used, The pairwise comparison results (Panel B) suggest that both the BR and GW
models are superior to the F model, while the BR~-GW pair comparisons provide mixed
results which depend on the choice of the goodness-of-fit measures. These results are
consistent with those in Brown and Rozeff (1979a) and Dharan [1983).

Table 3. Comparison of Goodness-of-Fit Statistics Across Time-Series Models®

Panel A, Summary Statistics and Overall Comparisons®

Ljung-Box 2 AIC Res Variance

Model Mean Mean Mean Mean Mean Mean

Rank Value Rank Value Rank Value

BR 1.785 11.609 1.545 -56.489 1.677 0.177

F 2.657 17.699 2.536 -48.654 2.617 0.299

GW 1.957 10.166 1.919 -55.319 1.706 0.193
Friedman F 179.09 117.42 219.07
p-value 0.001 0.001 0.001

Panel B, Pairwise Comparisons®

Model Pair Ljung-Box x? AIC Res Variance
BR-F -12.08(0.001) -12.39(0.001) -15.19(0.001)
BR-GW 2.82(0.005) -4.92(0.001) -0.48(0.634)
GW-F ~15.23(0.005) -7.37(0.001) -14.38(0.001)

a : The three goodness—of-fit statistics are obtained by estimating three time-series models
for each of 235 sample firms using 52 quarters’ EPS data (1967~1979).

b:For each firm, a rank of one (three) is assigned to the model yielding the smallest
(largest) goodness—of-fit statistic.

c : The matched-pair t-tests based on the ranks are used. Associated p-values are in
parentheses,

Table 4 provides the results of model evaluation based on the relative accuracy of

forecasting annual earnings, using squared percentage errors (SPE) .’ Panel A of Table

13) The forecast error metric, squared forecast error (SFE), was deflated by actual earnings in
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4 summarizes the average ranks and forecast errors for each model, the Friedman F-
statistics, and the associated levels of significance, Two results are worth noting. First,
as shown theoretically in Section 2, quarterly earnings have predictive value for improving
the forecasts of annual earnings. This can be seen from the monotonic decrease in mean
values of APE as additional quarterly earnings become available., To examine whether the
improvements in forecasts are statistically significant, we tested the null hypothesis of no
difference in APEs across quarters in which annual forecasts are generated., The F-
statistics were 41,16, 38.97 and 53.03 for the BR, F and GW model respectively, resulting

Teble 4. Comparisons of Time-Series Models Based on Annual Earnings Forecast Errors

Panel A, Summary Statistics and Overall Comparisons®

Q. Q Q: Q
Model Mean Mean Mean Mean Mean Mean Mean Mean
Rank SPE Rank SPE Rank SPE Rank SPE
BR 1.950 0.546 1.970 0.406 1.920 0.294 1.975 0.198
F 1.986 0.607 2,035 0.467 2.084 0.368 2.040 0.229
GW 2.064 0.619 1.995 0.438 1,996 0.323 1.985 0.199
Friedman F 6.65 2.02 12,46 2.22
p-value 0.001 0.133 0.001 0.109

Panel B, Pairwise Comparisons®

Model Pair Qn Qx Q: QS
BR-F -0.90 -1.59 -4.00 -1.88
(0.368) (0.112) (0.001) (0.060)
BR-GW -2.81 -0.62 -1.96 -0.43
{0.005) (0.537) (0.050) (0.668)
GW-F 2.13 -1.03 -2.15 -1.51
(0.034) (0.302) (0.032) (0.131)

a ' The statistics are based on pooling data across 235 sample firms and over 5 years (1,
175 observations), The forecast error metric used is squared percentage error.

b:For each firm-year, a rank of one (three) is assigned to the model yielding the
smallest (largest) SPE,

¢ : The matched-pair t-tests based on ranks are used.
Associated p-values are in parentheses,

order to ensure relative comparability of forecast errors among firms because earnings
numbers in absolute scale are different across firms. Also, all forecast errors greater than
300 percent were truncated to 300 percent to avoid the problem of outliers,
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in the rejection of the null hypothesis at a{0.001 regardless of which model is used for
forecasting.'” This result is consistent with the empirical findings in Lorek (1979), Brown
and Rozeff (1979) and Collins and Hopwood (1980).

Second, there is a significant difference in the accuracy of annual earnings forecasts
across three time-series models at the a« level of 0,001 for the forecasts made at Q, and
Q. while the difference is insignificant when the conditioning quarters are Q, and Q.
Pairwise comparison results (Panel B) indicate that the BR model has the smallest
forecast errors, Except for the forecasts at Qs, however, the superiority of the BR model
over the F and GW models is statistically insignificant, Furthermore, the results of the
GW-F pair comparison depend on forecast horizon; the GW model is superior to the F
mode] except for the forecast made at the beginning of the year. Overall, these results
indicate that the out of sample method provides no clear-cut rankings of the three models
for our sample. In contrast, our proposed method gives clearer rankings; the dominance
of the BR model,

V. Conclusion

In this study, we attempt to provide additional evidence regarding the relative superiority
among three quarterly univariate time-series models, Different from prior studies, our
approach utilizes the theoretical relationship between predictive values and time-series
properties (parameter values) of quarterly earnings to examine this issue by comparing
across models the magnitude of differences between theoretical and empirical predictive
values_

The results suggest that the BR model dominates the GW or F model, Furthermore, this
finding is robust with respect to different forecast error metrics (APE or SPE) and
predictive value measures (TI or Rls). Although this result is generally consistent with
that based on the within sample method (AIC and residual variance), the ranking of the
models is clearer under our method than the out of the sample method (MSFE) which has
been extensively used in previous studies to evaluate the time-series models of quarterly

earnings,

14} A nonparametric test, the Kruskal-Wallis test (Connover (1980, pp.229~237)), was also
employed to test the null hypothesis, The x? statistics of 391.33(BR), 300.06(F) and 363.31
(GW) provide the same inference.
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