On o-Triangular Matrices
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I. Introduction
In this note we will define and study a rel-
ation on matrices, and a matrix of certain type.
The latter will be called a 0-triangular matrix.
This matrix has many properties that a tria-
ngular matrix has.

I. Prerequisite Theory
The set of all nx» real matrices forms a ring,
and it will be denoted by M,. A matrix in M,

is denoted by boldface uppercase letter-for
example,

1 2 ”
a a P /
1 1 1
1 2 »
a a Y/
2 2 2
A= , or compactly

a a .
n " n
j
A= [a i] .
For a matrix A, A; and A’ always mean the

k-th row and the /-th column of A, resgpecti-
vely (6), in other words

13 2 )
A.=[a a ...a ] and
' & ]
!
a
1
!
a
2
Al=
!
a

The transpose of A is denoted by A’.In this

note, 8: always means the Kronecker delta;

8'=1if i=j 0if i#j. 0bvious1y,sf=s;, and T
= [8 ﬂ is the identity matrix in M,.

By a permutation on X={1,2, ... n}, we
mean a bijective function, that is, one-one
and onto function on X.It is well-known that-
the set S, of all permutations on X forms a
group with respect to the composition of

functons, which is called the symmeiric group:
on n symbols (5).

By a permutation matrix we mean a matrix
which has entries 0 and 1 in such a way that
there is one 1 in each row and column. The
set P, of all nx» permutation matrices forms
a group with respect to the matrix multiplica-
tion. The following theorem is somewhat ob-
vious, and we will omit the proof of it.

Theorem 1 The function ¢:S,— P,which as—
signs each ¢ in S, to ¢(0)= [8 ‘-fm] is a
group isomorphism.

We will denote ¢(0) by P..

CENEICASE

Theorem 2 Let A= [a :] be a matrixin M,
and 0 be a permutation in S,. Then
PA=(a’, ] and AP/= (o ].
proof) P,A= [8 '.’;m] [a :]
= [:Z=:1 81:(1') a:]

a )
'-l(” )

-

Obviously,
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Since (P,A);= [a ..f ] =A,'y, we have

W

Ai=(PeAdsc>.
“This asserts that P.A can be obtained from
A by permuting the rows of A according to
0. Similarly, AP,’ is obtained from A by
permuting the columns of A according to 0.

- N

Theorem 3 Let 0 be a permutation in S,,
then P.,/=P,-1,
i
[8 u(i)]

o= (517) = (0] -
=P,-1,
Theorem 4 Matrix P, is orchogonal, that is,
P,/ =P [3].
proof) P,/'P.,= [8 :(j)] ' [8 :(’)]
=(),) ()]
- 8 [1¢))
o5

the”identity matrix in M,, Hence P,’ is the
inversz of P,(3].

We will define a unary operation on M,,
which is called a transposition on M,,

Definition 1 Lei 0 be a permutation in M,,
By a transposition ¢, on M, we mean a fun-
-ction #,; M,—M, which assigns each A in M,
to t.(A)=P,AP.’, or equivalently to P,AP,".
By the associativity of matrix multiplication
.and Theorem 1, it is noticed that #s(A) is ob-
tained from A by permuting the rows and
<olumns of A according to 0 successively, or
vice versa.

Theorem 5 A {transposition f.; M,— M, is

a ring isomorphism (that is, an automorphism)
and t.'=to1.
proof) Let A and B be any matrices in M,,
Then
t:.(A+B)=P.,(A+B)P,’
=P,AP.’+P,BP,’
=t,(A)+1.(B),
and 7. (AB)=P,ABP,™’
=P,AP,'P,BP,!
=t.(A) t.(B).
Hence, ¢, is a homomorphism. Since
U 't)(A)=t1e1(1s(A))
=P, 'P.AP ' (Per1)!
=P, 'P;AP:'P.

=A,
and since
(tets") (A)=A
we have

to-lt.=tct'-l=l.d;
the identity function on M,,
Therefore, ¢, is bijective and ¢,'=t.1.

We will denote a transposition ¢, and £,(A)
by o and OA, respectively, since it is always
easy to distinguish the transposition o from
the permutation 0.

Since

A= (5,0, () 7))
-[ 2o (877)
).

"(;)

e~ 1(i)
every dlagonal element of A is transposed
to diagonal entries of 0A, and every off-diag-
onal elements of A is transposed to off-diag-
onal entries of 6A. Hence we get

Theorem 6 The product of diagonal elements
of A is invariant under transposition ¢, and
the sum of diagonal elements of A, that is,
tr(A) is invariant under ¢ (3).

proof) Obvious.

Theorem 7 Let 0 be a transposition on 4M,.
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and let A be a matrix in M,. Then

) 6A’'=(0A),and 6(—A)=—0A,

b) if A is symmetric, then 6A is symmetric,

) if A is skew-symmetric, then cA is skew-
symmetric,

d) if A is a diagonal matrix, that is, [a ’] =0

for /+j, then oA is a diagonal matrix,
€) the determinant of A isinvariant under ©.
.. . -1,.
oA=6[a ) '=6[a]=(c”?®
proof) 2 ¢A [a :‘] ¢ [a j] [a c"(j)]

el

= La r‘(.‘)] '=(6A),

wtohr=a (o) = [~s70) =~ s
=—0CA.,
b) If A’=A, then
(cA)Y =0A'=0CA,
o) If A’=—A, then
(cA)'=cA’'=0{—-A)=—7A.
d) Obvious. .
e) Since P, and.P,.’ are orthogonal,
IP.|=|P.’I =1 (3). Hence
|0A[=|P,AP.’|=|P.||A]|P/]
=]Al.

c"(;‘)]
o 1)

Definition 2 Two matrices A and B in M,
is said to bz transposable if and only if B=
OA for some ¢ on M,.

Immediately we have,

Theorem 8 Transposability is an equivalence
relation on M,,
proof) Obvious.

B. The o-Triangular Matrices
~ We will define a matrix which is very simi-

lar to triangular mairix. We will define t: by

is an # X » upper triangular matrix, and
every n X n upper triangular matrix is of the

form [a :] = [aftj].

Definition 3 Let ¢ be a permutation in S,. A

matrix A= [a :] is said to be a O-triangular

matrix if and only if [0 :] = i:a : ’:Z:] .

Theorem 9 A matrix A in M, is a o-triang-
ular matrix if and only if cA is an upper tri-
angular matrix, or equivalently, A=0"'B for
an upper triangular matrix B.
proof) Obvious.

The following theorems which is true for
triangular matrices are also true for o-trian-
gular mairices. The szt of all o-triangular
matrices will be denoted by T,

Theorem 10 If ¢ is a permutation in S,,
then T, forms a subring of M,.

proof) Let A and B be any o-triangular

matrices. Then

A-B= (el 0] (0] )

=i -2) )

is in T..
AB=0¢"' 0 AB
=0¢"'(cAoB).

Since 6A and oB are upper triangular mat-
rices, their product is also an upper triang-

ular matrix (4). Therefore by Theorem
9, ABisin T..

Hence T, forms a subring of M, (7).

Theorem 11 If A is a o-triangular matrix,

t{=0 if £>7, 1if i<jfors,j=1, 2, . . .n. Then then the determinant of A isthe product of
H

(11...1
Clot.. .1
T=[t:]=. .....
00. . .1

diagonal elements of A.

proof) Since A is a o-triangular matrix, cA
is an upper triangular matrix. The determ-
inant of 6A is the product of diagonal ele-
ments of cA (4), or the product of diagonal
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elements of A (Theorem 6). But by Theo-
rem 7, the deiterminant of oA is the dete
rminant of A.

Corollary 11 A o-triangular matrix A is no-

nsingular if and only if each diagonal element
of A is nonzero.
proof) Obvious.

Theorem 12 If a o-triangular matrix A is
nonsingular, then A is also a o-triangular
matrix.

proof) By the fact that CA-'=(cA)'and that

the inverse of nonsingular upper triangular

matrix is an upper triangular matrix (4],

oA"! is an upper triangular matrix. Hence

A-! is a o-triangular matrix.

Theorem 13 The characteristic roots of an

. . i e
n X n o-triangular matrix A= [a St 'm] are
”

1 2
1a a a ... a.
equal to s 9y 3

proof) The characteristic equation is |A—all
=0 (3); but A—xl is a o-triangular matrix,

and hence, by Theorem 11, we get

IA=MI=(a —3) (@ ~A)(@ =N,

and if A’A=AA’, then A is a diagonal ma-
trix.
proof) Since A is a o-triangular matrix,
oA is an upper triangular matrix. But, since
(6A)'0cA=06(A’A)=0(AA")=0cA(cA)’, oA is
a diagonal matrix({4) Th. 8,6,10). Hence,
by Theorem 7, A is a diagonal matrix

Theorem 15 Let A be a o-triangular matrix.
The i-th diagonal element of A’ is (ai)’
proof) Since A*=*1(cA)», the i-th dnagonal
element of A’ is equal to the o(¢:) —th diagonal
element of(cA)®. But 6A is an upper triang-
ular matrix and hence the ¢(/)—th diagonal

s cr=( o 0] ) oo )
=(a'y 4 Th. 8,6,1D.

Theorem 16 Let A be a nonsingular o-trian-
gular matrix and denote A*! by B; then a: b:
=1lfori=1, 2, ... n

proof) Since A'=B we get

cA'=0 B,

and hence .

R R i )

Since cA and ¢B are upper triangular mat-

rices, we get

Set this result equal to zero and the concl- ",-1(('2 I ::'1 for i=1, 2, . n ((4) Th. 3;

usion follows. 6,12).

Theorem 14 If A is a o-triangular matrix Therefore 4, b.':l fori=l, 2 ...=»
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