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1. Introduction and Preliminaries

A class of ill-posed operator equations subject
to a weighted minimization constraint is investi-
gated by a regularization-iteration method. The
problem is as follows: Among all least squares
solutions of an equation involving a bounded
linear operator with non-closed range, find the one
of minimum weighted norm.

The results of this work can be applied to integ-
ral equations of the first kind and ill-posed con-
strained minimization problems.

The existence and uniqueness of the weighted
minimum norm solution were shown. A family of
regularization operators was obtained and the con-
vergence of the regularized solution to the exist
solution was proved.

In this paper, we establish the convergence of
the conjugate gradient method to a solution of any
equation. We also determine the error bound.

Let X. Y and Z be (real or complex) Hilbert
spaces. Let A: X—Y and L:X —Z be bounded
linear operators. We assume that the range R(L) of
L is closed in Z. but the range R(A) of A is not
necessarily closed in Y. Let A* denote general-
i1zed inverse of A, which will be defined later. For
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Y in the domain D(A*) of A*, let (1, 1) Sy=jue
X: [lAu=Y lly=inf lAx—Y |ly, xeX}.

Then the problems to find w € Sy such that
ILw (] z=inf {iLuliz:u € Sy}.

Detfinition 1,1. For a given y e Y, an element u ¢
X is called a least squares solution of the operator
equation Ax=y if and only if

HAu—y || < |Ax—vil for all xe X

Definition 1,2. An element @ is called a least
squares solution of minimal norm of Ax=y if and
only if U is a least squares solution of Ax=y and
fiall<ilull for all least squares solutions u of Ax=
y

Definitin 1,3. Let A be a bounded linear oper-

ator from X into Y. The generalized inverse, de-
noted by A*, is a linear operator from the sub-
space R(A)@ R(A)" into X, defined by A*y=1
where 0 is the least squares solution of minimal
norm of the equation Ax=y.

Throughout this paper. we assume that
N(A)NN(L)= {0/ and N(A)+ N(L) is closed. We
define a new inner product in X:

[u, v]=(Au, Av)y+{Lu. Lv)z foru, ve
X.
We denote the space X with the inner product

{-,-] by X..
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Theorem 1,4. An element w € X is a solution to
the problem (1,1) if and only if A*Aw=A"y and
L*Lw e N(A)

Proof) Refer to Nashed.

Our interest is in the case that the range of A is
not closed. Instead of solving this ill-posed prob-
lem directly, we will regularize it by a family of
stable minimization problems.

Let W be the product space of Y and Z with the
usual inner product: W=YxZ, {{y1. z1), (Y2, Z2Dw
=(y1, y2)y+(z1. 22)z for y1, yz €y and 2y, 25, € Z.
For @)0, let C,be a linear operator from X into
W defined by C,.x=(Ax, JeLx) for xe X. We
denote by U, the unique least squares solution of
minimal norm of the equation C,x=15b for each
a)0. That is, U,=C*.5. Let us write J.(x)
= || Ax—ylP+a Lxll®.

Theorem 1,5. Let a)0. An element X, in X~
minimizes the quadratic functional J,(x) if and
only if (1, 2) C$C,.x=C%b

proof) Refer to Song.

Theorem 1,6..F0r a)0, let U, be the unique
solution of the operator equation (1.2). Then ‘}(1_:2
U, exists and Lim U,=AlY

Proof) Refer to Song.

O. Convergence of the conjugate gra-
dient method.

In this section, using the conjugate gradient
method, we find an approximate solution U, of
the regularized operator equation C*%C ,x=C"%, b
We prove the convergence of the conjugate gra-
dient method to a solution of C*C,x=C*%b.

Let J.(x)= l Ax—y|P+ allLxI{? for }0. The
conjugate gradient method for minimizing ], (x) is
generated by the following prescription:

xo € X is arbitrary,

Po=10=C%C,.x,—C%b.

@ o=lrolFANC o1l

X, =%o—a,pPo, and for n=1,2----.. , we compute

n=C?¥C.x,—C%h= 1,1 —e,,C} C,
P,_; where @, 1 ={1, |, Pa_1)/lIC% Paill?
If r, 20, we compute P,=r1,+ B, 1Pa—1 Where B
ao1=—{tn, C¥Ca po_1) /NC.pa_ill> Finally,

we set X,4)=Xp— @ P
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Theorem 2,1. Suppose H; is a Hilbert space
satisfying H1=n|°__:‘° span {pg, *--, Pu_i} and Te
L(H,, Hy) is invertible. Then the conjugate gra-
dient method converges to the unique solution u
of Tx=b for any x € H,

Proof) Refer to Groetsch.

Theorem 2,2. Let C, be the closed convex hull
of {xg, Xp, =>+=** . Xa . Then x, is the unique vector
in C, which is closest to the solution u of Tx=b.

Proof) Refer to Groetsch.

The functional g appearing below is defined by
g(x)=||C ,x= Pbll* where P is the projection
of W onto R(C,).

Theorem 2,3. In the assumptions of section 1
the sequence generated by conjugate gradient
method converges monotonically to the least
squares solution u=C*,b+(I,—Pg)x,of the equa-
tion C,.x=b, where Py is the projection of X onto
the closed subspace H=R(C%) Moreover, if m
and M are positive numbers such that mI<C*,C,

| H<MI where 1 is the identity on H, then || x,~u|}*

< 8("0) ( I"i_m 2n
m M+m)

Proof) Note that for any x,€ X, |rJCH and
it CH

Therefore {x;}C xo+H. Also the mapping R: x,
+H — H obtained by restricting Py to xo+H 1s an
isometry onto H and the conjugate gradient
method applied to the operator s € L(H,R(C,)) de-
fined by S=C, | H generates a sequence {x’,}
which is related to |x,] by x',=Rx,. Also S has a
bounded inverse and hence (2,1) and (2,2) apply to
the sequence {x’,|, showing that |x’,} converges
monotonically to C* . b, the unique solution of Sx

2

=Pb. Daniel's error bound gives ||x,~C* bl
g(x,)  M-m

2n I .
< Mrm " By applying

the isometry R~! we see that R'C*,b=C"*,5+
(I,—Pu)xo=u and R 'x’,=x,. Therefore |x,}
converges monotonically to u and the error bo-
und holds.

Corollary 2,4. If C, has rank r. then for any x,
€ X the conjugate gradient method for C,x=b
converges in at most r steps to the least squares
solution C%Lb+(1,-Py)xo.

Proof) Refer to Groetsch.



The Conjugate Gradient Method for Least Squares Solutions 3

Literature cited

Song., M. S. 1978. Regularization—Projection
methods and Finite Element Approximations
for I1l-Posed Linear operator Equations, Ph.
D. Dissertation, University of Michigan.

Kammerer W. J..Nashed, M. Z. 1972, On the con-
vergence of the conjugate gradient method for
singular linear operator equations, SIAM J.

Numer. Anal, 9, 165-181.

Nashed, M. Z. 1976. Generalized Inverses and Ap-
plications, Academic Press, New York.

Groetsch, C. W. 1977. Generalized Inverses of
Linear Operators.

Kreyszig E. 1978. Introductory Functional
Analysis with Applications.

m X P @&

o] ol 4t ofml &7 Zaalol hshed Conjugate gradient wptloll Sl A §4si & Fde T3 $A4
o 2ol $HBchE AL wolw, eUsE AU

— 163 —



	I. Introdction and Preliminaries
	II. Convergence of the conjugate gradient method
	Literature Cited
	<국문초록>



