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Evaluation on the Computational Performance
of the Bubble Visualization Program

Hyu-Chan Kim* and Kyung-Ho Cho**
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ABSTRACT

In this study. the EIT (Electrical Impedance Tomography) technique is applied for the two-phase flow

visualization. Using the conventional EIT image reconstruction algorithms. however. the processing time increases

rapidly as we try to get a higher spatial resolution. In order to overcome this problem, we added an adaptive

mesh grouping method to the conventional EIT reconstruction algorithm. Performance test on the proposed mesh

grouping method shows promising results that we can significantly reduce the image reconstruction time without

sacrificing the spatial resolution. The mesh grouping method is found to be very effective especially in bubble

distribution measurements.

Key words : Two-phase flow, Bubble visualization, Electrical impedance tomography (EIT),
Mesh grouping, Fuzzy, Genetic algorithm

|. INTRODUCTION

It is very important to understand precisely the
two-phase flow phenomena in the thermal hydraulic
systems. Various two-phase flow measuring
techniques have been suggested and devised. Based
upon their principles, they can be classified into
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radioactive absorption and scattering”, impedance
(or capacitance)””. opticals). acoustic”  techniques
and so on. Also, these can be divided into invasive
and non-invasive techniques according to whether
flow fields are disturbed or not by the measuring
equipments. Conductivity or optical probes are
typical intrusive ones. Conversely, as non-intrusive
techniques, radiological or optical equipments are
adopted. Recently, many efforts are given to the
development of optical techniques such as LDV
(Laser Doppler Velocimetry) and PIV (Particle
Image Velocimetry) methods. However, there still
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remain open issues on these techniques that (i) the
probes inserted into flow fields not only disturb the
flow inevitably but can gather the information only
at the neighboring regions around the probes and
(i) the radiological or optical methods give rather
spatially-averaged information over the measured
flow fields or localized information.

Recently. there are several researches’™ to apply
the EIT (Electrical Impedance Tomography)
technology®™ to the multi-phase as well as
two-phase flow to investigate the flow mechanism
more precisely. The research results, however, show
that there still remain several problems to be
resolved for the EIT technology to be a useful tool
to measure the bubble distribution*”. Even though.
in two-phase flow fields. both phases may have
different shapes, meshes belonging to a certain phase
may have the same resistivity values. Based on this
kind of observation, several researchers of biomedical
engineering suggested various element or mesh
grouping methods where they force all meshes
belonging to certain groups to have the same

"2 When meshes are appropriately

resistivity values
grouped, we can reduce the number of variables
without sacrificing the spatial resolution. This not
only reduces the computation time but also
improves the sensitivity problem since the size of
the grouped meshes becomes bigger than the size of
a single mesh. However, in all grouping methods
suggested so far, meshes or elements are grouped in
a pre-determined way, their usage is very limited to
the specific problems. A new method is required for
the bubble visualization.

In this paper. the authors’ EIT static image
reconstruction program' is further improved and
tested to compare it with the existing other EIT
program in regards to the reduction of the
computational  time and the  convergence
characteristics in two-phase flow visualization. The

tested program has been developed using an
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adaptive mesh grouping method where we change
the grouping of meshes during image reconstruction
based on a fuzzy-genetic algorithm.

II. IMPROVED NEWTON-RAPHSON
METHOD (iNR)

We adopted iNR'Y as a basic static image
reconstruction algorithm. Given a computer model of
a flow domain using the FEM., iNR can be
formulated as follows. Fig. 1 shows FEM mesh
model and a possible bubble distribution, where one
mesh has one resistivity value. Assuming the
resistivity distribution vector of the computer model
as p=[p, 05, 0g) where o, (i=1,-R) is
the resistivity value of i-th element or mesh.
r=1[7r,7,,7z]7s the residual error vector
between the computed model boundary voltage
vector  f(p) = [£/i(p).fo{P),. il P)1Tand the
measured  system  boundary  voltage  vector
v="[u, 05, v,]7 Then. the image
reconstruction becomes a problem of finding e that
minimizes the objective function defined as:

"o = 5374 = e -u)] .0

where M is the total number of boundary voltage
data. The numerical solution of the minimization
problem given in Eq. (1) is described in detail by
Woo et al™¥.
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Fie. 1 FEM mesh model and ’artificial’ bubbles
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Since we do not know & priori which meshes
belong to which phase, we must start with the
number of unknown variables R= dim(p). It is,
of course. much greater than the actual number of
the unknown distinct resistivity values, 2 for
two-phase flow fields. So it is necessary to reduce
the number of the unknown variables.

l. MESH GROUPING BASED ON
FUZZY-GA

3.1. Basic idea of adaptive mesh grouping

One of the major problems in iNR is the rapid
increase of the amount of computations and the
poor convergence characteristics as we increase the
number of unknown variables, R. However, even
after a single iteration, the intermediate result
provides some useful information in most cases. For
example, after only a few iterations. we can obtain
an approximate outline of the bubbles and
tentatively decide whether a certain mesh belongs to
the bubbles or to the liquid. Cheney et al"
proposed an algorithm called NOSER (Newton's
One-Step Error Reconstructor) where they used one
step of Newton's method to obtain an approximated
solution of Eq. (1).

Therefore, after a few iterations of iNR, we stop
and examine the intermediate results. Then, we
group all meshes whose resistivity values and their
changes are similar to each other. Grouping reduces
R and increases the size of the effective mesh, so
that it improves the condition number of the
Hessian matrix in Eq. (1). By alternating iNR
iterations and groupings repeatedly, we hope to
improve the convergence characteristics as well as to
reduce the computation time.

3.2. Three mesh groups

In two-phase flow fields. there are only two

different resistivity values even though they are
distributed in an arbitrary manner. One resistivity
value can be considered as the resistivity of the
liquid. And the other is the resistivity value of the
bubble. Here, the bubble is not limited to a single
segment. It could be multiple segments as long as
all segments have the same resistivity value.

After a few initial iNR iterations performed
without any grouping, we classify each mesh into
one of three mesh groups. BaseGroup is the group of
meshes with the resistivity value of the liquid.
ObjectGroup is the group of meshes with the
resistivity value of the bubble(s). AdjustGroup is
the group of meshes neither in BaseGroup nor in
ObjectGroup. All meshes in BaseGroup and
ObjectGroup are forced to have the same but
unknown resistivity values, respectively. However, all
meshes in AdjustGroup can have different resistivity
values independently.

Mesh grouping is done in two stages. In the first
stage. we apply the genetic algorithm'® to the
resistivity distribution of meshes from the iNR
iteration just finished. In the second stage, we
examine the changes of resistivity values of each
mesh during the previous several iNR iterations
using the fuzzy set theory'’”. More details on the
mesh grouping method can be available in another
paper™.

For the subsequent iNR iterations, all meshes
belonging to BaseGroup and ObjectGroup are forced
to have the same resistivity values as the new initial
values. For meshes belonging to AdjustGroup, the
average resistivity value in the group AdjustGroup is
assigned as the new initial value for the next iNR
iterations. However., the resistivity values in
AdjustGroup can be changed independently in the
subsequent iNR iterations. Therefore, the number of
unknown variables is reduced to the number of
meshes in AdjustGroup plus two and becomes small
and small as the mesh grouping proceeds.
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V. COMPUTER SIMULATIONS

We implemented the proposed adaptive mesh
grouping method based upon the INR using C
programming language. In the computer simulation,
we assumed that there was no error in the data
collection. We started the first iNR iteration without
any mesh grouping with an arbitrary homogeneous
initial guess.

Fig. 2 shows the reconstructed images for the
sample 'artificial' bubbles shown in Fig. 1. Even
though the pattern of the bubble distribution seems
to be very simple, the iNR failed to reconstruct the
bubble image correctly when the proposed mesh
grouping method was not used. In Fig. 2. we may
roughly estimate the profile and the location of the
bubbles after only a few iterations, eg. 5 iterations.
However, further iterations result in almost little
improvement. Even after 50 iterations as shown in
Fig. 2(f), there still remain considerable amount of

(a) iteration 0

(d) iteration 5

(b) iteration 1

(e) iteration 20

errors in the reconstructed image (see Fig. 4(a)).
This kind of poor convergency is a very typical
problem in the NR-type reconstruction algorithms in
the EIT. However, we can significantly improve the
iNR's convergency by adopting the proposed mesh
grouping method as follows.

In order to apply the mesh grouping method.
we stopped the initial iNR process after 5
iterations. Fig. 3(d) shows the image that is the
same one in Fig. 2(d) and Fig. 3(e) shows the first
mesh grouping result using the previous 5 iterations.
As shown in Table 1, it should be noted that 66
meshes among 152 are grouped to BaseGroup and
the remainers (darker regions in Fig. 3(e)) are
grouped to AdjustGroup but none to ObjectGroup
yet. The number of unknowns is reduced to 87 and
the iteration time is saved by 63% approximately.
Using the mesh grouping in Fig. 3(e), we restarted
the second set of iNR iterations and obtained the
image in Fig. 3(f) after 10 more iterations in iNR.

(f) iteration 50

Fig. 2 Reconstructed images by iNR without mesh grouping for the 'artificial’ bubbles in Fig. 1
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(a) iteration 0 (b) iteration 1 (c) iteration 2

(d) iteration 5 (e) 1st Grouping (f) iteration 10
after 1st Grouping

(g) 2nd Grouping (h) iteration 10 (i) 3rd Grouping
after 2nd Grouping

(j) iteration 10 (k) 4th Grouping (1) converged image
after 3rd Grouping after 4th Grouping

Fig. 3 Reconstructed images by iNR with mesh gouping for the "artificial’ bubbles in Fig. 1
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Then we stopped again and applied the second
grouping to obtain the mesh grouping in Fig. 3(g).
In Fig 3(i), after the third grouping it should be
noted that some meshes are now grouped to
ObjectGroup and the BaseGroup becomes larger
than in Fig. 3(g), so the AdjustGroup is reduced
further. Repeating these procedures, we obtain the
final image in Fig. 3(/) which is converged to the
true image with the objective function value @(p)
< 107 as defined by the Eq. (1).

Fig. 4 shows how the values of the objective
function in Eq. (1) have changed during the image
reconstruction with and without mesh grouping for
the above two test cases(Figs. 2 and 3). Repeated
mesh grouping helps the iNR decrease the objective
value further, while the iNR without mesh grouping
Table 1
grouping reduced the number of unknown variables
and reduces computation time for a single iNR
iteration when mesh grouping adopted. By
comparing two final images in Figs. 2 and 3. we can
find that the proposed mesh grouping significantly
improved the accuracy of the reconstructed image

can't. shows how the adaptive mesh

is

enhancing the convergence characteristics at reduced
computation time.

Table 2 shows the summary of the four test
bubble distributions
which may be encountered in two-phase flow fields.

cases for various 'artificial’

For all the test cases, the reconstructed images are

10E+3

10E+2

1.0E+1

1.0E+0

10E-1

1 0E-2

10E-3

10E4

1065

Squared Error Sum

1.0E8

1.06-7

10E-8

106D

1.0€-10
[]

10E+S
10€+4
1.0€+3
10E«2
10€+1
10E+0
1.0€-1
1.0€-2
10€-3

1.0E4

Squared Error Sum

10E-§
1.0€E-8
10€-7
10E-8
1 0E-9

1.0€-10
[}

50 100 150
Time (sec)

(a) without grouping

T
NR afer

3rd Grouping B

NR afwr

4 Groupng

.

T
NR afeac
2nd Grouping
bt

Ll
[ Inoei NR
\\\ -
o st

Grouping T

- NR = Newton-Rapheon iration -4

1 I i

20 © ) 80
Time (sec)

(b) with grouping

Fig. 4 Values of the objective function in Eq.
(1) for images shown in Figs. 2 and 3

Table 1 Summary of the image reconstruction shown in Fig. 3 using iNR with the mesh grouping

Mesh Number of meshes { Number of meshes | Number of meshes T\il:lt:g;:f Time/iteration
Grouping in BaseGroup in ObjectGroup in AdjustGroup variables in iNR [sec/iter]
None 0 0 152 152 5.19
First 66 86 87 1.92
Second 36 0 66 67 1.29
Third 9% 19 42 44 0.74
Forth 110 26 16 18 0.29

* CPU time per iteration in iNR on Pentium PC (166MHz)

£
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Table 2 Summary of case studies for various 'artificial’ bubbles

Reconstructed Images

Case No. with mesh grouping’ without mesh grouping True Image

sec error ¥ p) sec error 9(p)

1

741 | 15310’
2

82 | s537x10°
3

162.03 2.96%10"

N >y
6547 | 913x10° 16791 | 4.05%10"

*  TFor all the cases above, the reconstructed images have converged to the true ones with @(p) < 107
within 5~10 seconds after the intermediate results shown above when the mesh grouping is applied.
* Elased CPU time on Pentium PC (166MHz)
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the intermediate ones at a certain reconstruction
time described in the table. When the proposed
mesh grouping method is applied, they have
converged to the true images with ®(p) < 107
within 5~10 seconds after the described time. On
the contrary, the iNR algorithm without mesh
grouping has failed to reconstruct any of these
images more accurately than the images obtained
with mesh grouping in spite of the longer
reconstruction time. It is clear to conclude from
these results that the INR image reconstruction
works better both in reconstruction time and in the
quality of the reconstructed image with mesh
grouping than without mesh grouping.

During many simulations, we could observe
significant differences in the convergence
characteristics of meshes depending on their
locations. Meshes near the boundary are easily
classified at the earlier reconstruction stage and
converged well. On the contrary, meshes near the
center take more computation time due to the poor
sensitivity problem. This kind of observation
coincides well with the well-known characteristics,
the ill-posed phenomena in EIT.

V. CONCLUSIONS

Even though the recent researches show the
potential ability of the EIT to two-phase flow
fields. several problems still prevent the EIT from
its practical application. One of the major problems
lies in the image reconstruction time which increases
very rapidly as the spatial resolution increases. The
INR method widely used at present stage also
cannot be free from this kind of problem.

We developed and tested an adaptive mesh
grouping method based on fuzzy-GA for the
two-phase flow visualization via the EIT technique.
When combined with iINR. the mesh grouping
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method makes significant reduction in the
computation time and enhances the convergence
characteristics without sacrificing spatial resolution.
The accuracy of the reconstructed image was also
significantly improved. So. we could always obtain
almost converged images in all the conceivable cases
we tried.

In this paper, we limited the implementation of
the proposed mesh grouping method to a system
with two unknown resistivity values. This is
resonable assumption for the two-phase flow fields.
We are now working on increasing the number of
unknown resistivity values in order to extend the
EIT to multi-phase flow fields. This will require us
to divide ObjectGroup into several subgroups with
different representative resistivity values.
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