A note on Regression Estimates in Stratified Sampling
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1. Introduction

The linear regression estimate can be designed
to increase precision by the use of an auxiliary
variate x, that is correlated with v, like the ratio
estimate. When the relation between v, and x, is
examined. it may be found that although the rela-
tion is approximately linear. the line does not go
through the origin.

This suggests an estimate based on the linear
regression of y, on x, rather than on the ratio of
the two variables. We suppose that y, and x, are
each obtained for every unit in the sample and
that the population mean X of the x; is known.

The linear regression estimate of Y. the popula-
tion mean of the y,. 1is

Yi=y+bX-x) (1.1

Where the subscript Ir denotes linear regression

and b is an estimate of the change in y when x is

increased by unity. The rationale of this estimate
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is that if x is below average we should expect y
also to be below average by anamounth(X-%)
because of the regression of y, on x, For an
estimate of the population total Y. we take
Y1 =Ny,

2. Notation

In stratified sampling the population of N units
is first divided into subpopulations of Ny, Np-eeet .
N_ units, respectively.

These subpopulations are nonoverlapping, and
together they comprise the whole of the popula-
tion, so that N;+No+---e +N.=

The subpopulations are called strata. The sam-
ple size within the strata are denoted by n;. np--
--.np, respectively. The suffix h denote the stra-
tum and i the unit within the stratum. The follow-
ing symbols all refer to stratum h.

N, : total number of units
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n, : number of units in sample

vy . value obtained for ith unit

Wr=N,/N [ stratum weight
fn=ny/Ny, : sampling fraction in the stratum

f=h/N : sampling fraction

- Nu
Y.= = vy, N, :true mean
_ Ny
=3 v Np! sample mean
|
. Nb - :
SHh= % (yn,—yw)"/(Ny—1)true vanance
1 H

3. Theorems
There are two ways in which a regression
estimate can be made in stratified randem sam-
phng. One 15 to make a separate regression esti-

mate v),.. computed for each stratum mean, that is,

Yin=yn+ba(Xn—x,) (3.1)
then. with W,=N,/N.
Vie= % WaVin (3.2)

An alternative combined regression estimate, y,,.
is derived by combining estimates in stratified

sampling. To compute y,.. we first find

Vo= ZWn¥h X = %‘vh;‘h» (3.3)
h
Then
Yirs =Yt b(X=x,,) (34)

Preliminary 1.

In simple random sampling, in which b, is a
preassigned constant, the linear regression esti-
mate

Yie=Y +bo(X-x) (3.5)

is unbiased. with variance
Viin=2 217 ~2boS,, 447 S3) (36)

Proof
See [Cochran]

Preliminary 2.

The value of b, that minizes V(y,) is

bo=B=5,,/Si = ¥ (n-V)x~X)" I (x-X)*
And the minimum vanance is

Vi) =53 (1-p) (3.8)
where £ is the population correlation coefficient
between y and x.

Proof
[Cochran]

Theorem 1.
The linear reqression estimate y),, (s for seper-
ate). (3.2) is unbiased estimate of Y. with variance

i (1-1y)

Zﬁ—(s » —2b, S, +bi SA )

(3.9)

\’(gllrs)

Proof
Each stratum mean yy, is the sample mean of

the quantities YE, —bh(xhl—)_() Hence by Prelimin-

ary 1
E(i)=E SW, Sin=TWi¥s= ZNY
N N»
220
=5 =Y (3.10)
And
V(Y1) =V(EWuyim)= 2 Wi V(yi)
(3.11)
On the other hand
V() = 1-f, _E[(Ym—Yh)—bh(xh,—)_(h)]z
Yirh)= o, N=1
_ 1= fh 5 .
(S, -2b, S, +bi SZ) (3.12)

Susmuting (3.12) 1nto (3.11)

Wiil-
V(g )=3%—

~~(S§‘7n -2b, S,awtbi S%)
(3.13)
Theorem 2.
V(¥1s) is minimized when by,=B,. the true re-
gression coefficient in stratum h.

And the minimum value of the variance is

— 86 —
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(1-h) sz, _SSyx.. y @14)
h

xh

me(;’lr!) =3

Proot

By the Preliminary 2. V(yy;s) is minimized

when b,,:th—ng':—" (3.15)
By partially differentiation (3.13) with respect

to b, and substituting (3.15) into V(¥1e)

then

32
SSxh

- bl
Sih

- W, 2 (11 ,
Ve = 3 U=l gz )
h n
Theorem 3
The combined regression estimate y).is an un-
biased estimate of Y with variance

V(i) =3 ——(‘—'f“—’«sih _2bS,,1 +b°S%)

(3.16)

Proof
By Preliminary 1
E(y1.)=E [y5 + b(X-x,)]
_E(Ewh)h)‘*'E[ (X— 3 Wyxy)]
=Y (3.17)
Since yp. is the usual estimate from the strati-
fied sample for the variate yhl—Pb()'(—xhl). and the

variance of the estimate y, 1s

1
V(st)—ﬁ 2 Np(Np—ny)

L 2
=3 Wi ‘—g"‘—<l—fh) (3.18)
h=1 ny
hence
iy W-‘ l_f 2 a2
V(yye)= 2~—“—(n—’i(5;-h—2bs\.,h +b*S%))
h
Theorem 4,

The value of b that minimizes the variance of

(3.16) is

B.=% Wi (1-£3)Sexn /s Wi (1-£)S% (3.19)
h Ny h N

Proot
From (3.16)
Wi (1-1y)

AV(Si) _ )
b = n \—25,.,h+28,hb)

=0

Wi (1-£)S,.%n /2 Wi (1-1,)S5h

[ np

then b=32

is the minimized variance.

W4 (1-{)S, /2 Wi (1-fu)S%h
Ny ny

hence B.=2

Theorem 5.

Vol Fie 0=V min(Y1rs) = E an{By— B, (3.20)

Wit g,

where a,=
ny
Proof
- Wi (1-f
len(ylrs)= h—_—(—h—)-( ZB byxh'*'B Sd\)
me (Yh:)— —h'(l——fh)(s _}’;‘-}L)
k 0y
- - Wi (1-fh
V()= Vaun(ye) = S22 op g
h ny
. SE
+R- S Ovan
RSN s, )

=3aB} +3a,B’ -23a,B.By
=3 a,(B%,+BZ -2B.By)
=S an(Bi—B.)*

This result shows that with the optimum
choices the separate estimate has a smaller
variance than the combined estimate unless By is
the same in all strata.

In comparing of the two types of estimate, if we
are confident that the regressions are linear and

B, appears to be roughly the same in all strata.
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the combined estimate is to be preferred. If the
regressions appear linear. so that the danger of
bias seems small, but By seems to vary markly

from stratum to stratum, the separate estimate is

advisable. If there is some curvilinearity in the
regressions when a linear regression estimate is
used. the combined estimate is safer unless the

samples are large in all strata
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