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ESUE A
1. Introduction
Constder an arbitrary kernel h(x;,--,x,). not

necessarily svmmetric. to he applied as usual to
observations X, .-+, X, taken m at a time Suppose
also that each term hiX, - X,,) becomes weight-
ed by a factor w(i,, - ,1;) depending only on the
In this case the U—statistics sum

1, )h(X,)

X,w) In this case that h s svmmetnie and the

indices i, - 1,

takes the more general form T, =w(i,,

.
. v

werghts wii, -+, 1m) take only O or 1 oas values

Certain “weighted U—statisties™ for simple Linear
regression take the form T,

Consider the simple linear regression model

Y =a+ f3x+e¢. lsisn (1])

where a and ;3 are unknown parameters. x, are
known regression scores. and e are 1 1 d
random variables with ¢ d [ F

In this paper we extend the procedures of Theil
by using the prajection of weighted U—statistic of
the form weighted rank for the

simple  hinear

regression model (1.1).

2. A weighted U-—statistics

Bl SO WA IREG, AT B 0 ke MRET >

The weights a2 0

FHAJUE U—SAHE

£

For the regression model (1.1). assume that T s
continuous to rule out ties among the Y ‘s, Also
assume that x,<x_.<--<x, with at least one strict
inequality  We will consider inferences for based
on weighted U-=statistics defined by

T, :it S AL Y—a—-3x. Y -—a-73x).
where $lu.vi=1 or 0 according as usu or u'v
are arhitrary but assume that a
=0 if x=x We define the .\‘l()p«" of the line
segment from the pointx,. Y)) to the point (x. Y
by

So=Y =Y (x=x o100 xo=x

Note 1T, is a function of the slope S since
$Y,—a—p3x,. Y—a-3x)=1 when
5.0 3.

2. The distribunion =t T, depends on the
weights a,
301 a, =1. the wilcoxon distribution can

he applied.

But 1t 1s not generaly feasible 1o tabulate the
exact distnibution for smaller sample sizes  For
larger sample sizes. the distibution of T, can he
approximated bv a normal distnbution.

Theil

2.1. An estimator associated with the
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statistic to estimate 8 of model (1.1).

a) Let N=(;and form the N sample slope
S, =(Y =Y )/ (x,—x;), 1¢). x,#x,
b) The estimator of 3 1s
,;)’zmedian 1S

Let S'(¢S ™" ¢rnrntS '
of S,

Then if N is odd. say N=2k+1. we have 3=
gik+1

If N is even. say N=2k. then

"' denote the ordered values

S(k\ +Snk+l)
o

f§=’

The estimator 3 is less sensitive to gross
errors than ts the classical least-square estimator.
Sen has generalized Theill's estimator to the

case where the x's are not distinet.
2.2. Estimation for 3 by T,

Consider the estimator 3 of the slope parameter
defined by
L a
v=sup 18: T—-.
. a--

Bo=inf 30 Tac0,

Note. T,z is a nonincreasing. left-continuous
function of that ranges from a--- down to zero.lt is
a step function with jumps a; occurnng at the
point S,

Consider the asymptotic distribution of T5. The
distribution of T, when the slope parameter 1s 3
1s the same as the distribution of Ty when 8 =0.
Now Ty is a function of the ranks of the Y's and

the basic approach is to consider the projection of

Ty say TH.
tics and to establish that T, and T}

into the family of linear rank statis-
have the
same asymptotic distributions.

Define the row and column sums of the weights

by

and
a,;= 3 a, for 14 j<n
1201 - e
with a, =0 and a,=0. Let A;=a;-a, and

n._ i omn

A= .En»;.fz’”'
From the Hajek and Sidak. the projection of Tq
1s

T% =(1/n) £ AR+a-/2,
where R, is the rank of Y, among Y- Yo, 14
<n. That is. this can be verified by the following

lemma and theorem.

Lemma(Hajek). Let Z,,---, Z, be independent
random variables and S=8(Z,,---, Z,) any statistic
satisfying E(S“). Then the random variable

§= 3 E(SI1Z)-(n-DE(S)
satisfies

E(S)=E(S)
and

E(S—S)Z:Var(S)—Var(S).

The random variable $ is called the projection
of S.
It 1s also possible to apply the technique to

project a statistic onto dependent random vari-

ables.

Theorem. Consider a rank statistic T=T(Ry ...,
Ry) and put
ai, )=E(T R=)), 14, j (N.

Then the statistic
- N-1 .
T 22 il ai. R)-(N-2)E(T)

is the projection of T into the family of linear
rank statistics.
Proof. See Hajek. p. 59.

The following two theorems are immediate from

— 96 —



Weighted U-statistis for Simple Linear Regression 3

Hajek and Sidak(1967. p. 163).
Theorem 1: Assume 2 =0 and the condition
A %l A/ max A% =0 as n— oo
Then TY is asymptotically N(a---/2, %‘Az,/l.?).
Theorem 2: Assume j3 =0, condition A, and

condition

B =—

ERR

Then T, is asymptotically N(a---/2, '—2'1 A%/12).

n Ly

a®,/ 3z A% =0 as n— co.
e

The exact variance of T, is

(él A%+ 2: él‘a"-’”)/lz.

Now the standard test of 3=0 of the model
(1.1) 1s introduced. This is based on i (%, -2)Y,.
This suggests a rank statistic =

U= 3 (x-%0R,

where R).---, R, are the ranks of Y, -, Y,.

Under 3=0, Y,---, Y, are 1. i. d. random vari-
ables with c¢. d. . F(y—a). we obtain the follow-
ing theorem.

Theorem 3:In the simple regression model(1.1),

suppose B =0 and suppose that

(1/n) §1 (x,~%)% ~ 830
Then

1 n
- _ .
= (¥ 2 (x=%)(Ri=(n+1)/2) is

asymptotically N(0, §2/12).

Proof. First. note that the rank of Y, among Y,

--. Y, can be wrtten as
R=1+ 3 s(Y-Y).

where s(x)=1 if x»0 and 0 otherwise. Then, since

F(y) k=j
‘ 1-F(y) K=i
E[s(Y,~Y) | Yi=y]=
(86, ==, ki or j,
ve have
E[R, | Yi=y]=1+ é. E[s(Y,-Y) | Yi=y]
={ 1+(n-1)F(y) k=j
1+ (n=-2)/2+(1-F(y)) k#j

And we have

. o 1 B _
E[U IYk—y]—(——nH)ﬁl 2 (x-m(1/2
F(y)] + (xk—®) [(n—1)F(y)-(n-1)/2]}
__vn
—--(—n+—1)(xx——x[F(y)—l/2]‘

Hence the projection V, of U* is

—_~u_ =
Vo= ar 1y 2, xR Fly)-1/2].

Since F(y,) has a uniform distribution on (0, 1)
with mean 1/2 and variance 1/12, we have

_ n L _ 2_._1_ 2
Var VP_—TIZ(D+1) kE] (Xx~%) 15 8“.

Hence Var U* — 4712, so E(U*-V_)*—0.

Thus. U* and V, have the same distribution.

That is, V (and hence U*) is asymptotically
N0, §712).

3. Confidence intervals for B

3.1. Confidence interval based on the Theil
test.
For a symmetric two-sided confidence interval
for B with confidence coefficient 1—-a,
a) Determine the constant C, that satisfies the
equation
Po|-C.<C(Cal =1-a.
Note that C,+2=k((a/2), n).
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This values were evaluated from the Ken-
dall's K-statistic
b) Obtain the ordered values S‘( ------ ¢35¢ the

N=(") sample slopes S, =(Y,-Y )/ (x,—x,).

N-C, and M= I\_fz(.a.

c) Set M=
d) The 1-a confidence interval (8,. 2¢) 1»
defined by 3, =S™ and 3,=00:*""

Hence we have P, 13 ¢(3<(B¢i=1—@a,.

3.2. Confidence interval based on T,

Consider the simple linear regression model
(1.1) and the test of H,: 2 =0 againsi H;:
2>0. where the test 1s based on the statistic T ;4.
From the theorem 2. the test which rejects H, if
T so0(a--/ 2)+za( s A12) 7 s an approxi-
mate level «a testil vlvhorv 2. is the quantile of
order 1-a@ for the standard normal distribution.

A confidence interval for 3 can be obtained by
inverting the two-sided alternatives.

Let H(s) denote the cumulative distribution
function of the discrete probability which assigns
probability a,/a---to the points S, Let H '(u)=
inf |s: H(s)‘iu}_
(h<Tsa)=1-a. We note that P(T,ca-2)<P(3

Suppose that t, and t. satisfy P

t)<P(Tca-72). Since the event t,¢(T ¢l s

equivalent to the event |H (ty)e 3 g}I’l(tg)\. the
interval (H '(t;i. H''(t.)) is a (l—a) 100 per-

cent confidence interval for ;3. Bv theorem 2. we

determine the constants t; and t.. An approximate
(1—a) 100 percent confidence interval for 3

o
)

(H'((1:2-za/2( £ A%/12)" Pac),
(H™'((1:2)~ Za/2 ( é‘ A% /12)  rane)).
4. Conclusion

A natural estimate of 3 based on Theil statistic
was the median of the pairwise slopes. Now
various weights a, are introduced.

a) Let the weights be given by a,=1. 1¢. if x,

#x,. otherwise let a, =0.

If the x,;'s are all distinct. then A =2i1-(n+
1). a---=n(n-1)/2. and conditions A and B
hold.

b) Let a,=)-1. 1¢). if x,#x,. otherwise 0.

c) Let a,=x ~x,. i(J. Then A,=n(x,~-%)and T,
is asymptotically normal with mean él s !

.

(x.—%,1-2 and variance n° g(‘x,—x)év‘l.?.

Another weight a,. can be given b\ a,=(x;—x,)"
(j—1). 14). but this weight a,, does not have a
simple representation in evaluating T.

If the above weights are considered in view of
the efficiency considerations, the weight a, =x,—x,
is recommended

That 1s. the weight a,=x,—x, ments serious
considerration  as an alternative to the classical

estimate.
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