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1. Introduction

We consider the relalionships
(L.1) vy =Bx  +u,

(1.2) u =pyu tpau,, te, t= 1,2, ..,T.

These equations define the simple regression
model with an error term generated by a second
order autoregressive process. Equation (1.1) re-
presents the simple regression model in which
B is a regression coefficient, Yy the t-th observa-
tion, X; the t-th fixed element and U, the t-th
error terms. [Equation (1.2) denotes the auto-
regressive scheme generating the error term
Ut which involves parameters p,, p; and error
term €, We assume that the €, are normally
and independently distributed with zero means
and common variance 0%,

From (1.1) and (1.2), We obtain the relation

(13) y, =p1¥yy tP2Yeg ¥ B(Xy-P1Xpy -P2Xy2)

te, t= 1,2,..,T.

We note that y.1, Yo appear in (1.3). In order

to proceed with the analysis, we suppose the-

2l

forth assumptions about y_, and y, are
(14) y, -Bx; =M +te,
(15) Yo -ﬁXO =N+ €o

Where M,N depend on certain unobservable
and unobserved quantities so that they are
regarded as parameters. Under these assump-
tions, y,, yo are nommally distributed with
means Px.;+M, fxo+N respectively and with
common variance o*.

Under the assumptions associated with (1),
the likelihood function for 8, p,, p2,0,M and N
is given by;

(2) l(ﬁypl’pZ’oaM,N ly-lv YosYis s )’1-)

a o{T*2) exp {—5:72 [¥-1-6x-1-M]?

1 PR B
_202 [YO'BXO—N] = 202 IEI [)’t‘Pl)’[.l
-P2 yt-z'ﬁ(xt‘Pl Xt-y P2Xt-2)] 2}

with -oo<f<on 00 g Koo, 00, oo coM< o,
—o<N<e and 0>0, and where the symbol
« denotes proportionality. Using this likelihood
function, we shall derive posterior distributions
for the parameters.

—211 —



2 Cheju National University Journal Voi 19 (1984)

II. Derivation of Posterior Distributions

We assume that the prior knowledge about
the parameters 8, p,, p,, M, N and log ¢ can be
represented by locally uniform and independent
distribution; that is,

(3) PB =K, ;P(1)=<K; ;P(p;)=Kj ;
P(M) < Kq ; P(N) <K ;P(0) & 1.
Appling Bayes’ Teorem with these prior
distributions and the likelihood function in (2),

we have the following joint posterior distribu-
tion:

4) PB.p1,p2,0,M,N 1y, ¥0,¥1,.0 ¥s)

=Ko-l I(B,PI,PZ,U, M,N i)’-l,)’o, Y1, ---.Y-r)

Where l(ﬁ’ P1, P2, 0, M’ N|Y'l yYos Y15 s YT) is
the likelihood function in (2) and K is a nor-

malizing constant.

In order that we are interesting in investiga-
ting B, p; and p;, we eliminate the influence of
M and N by integrating (4) over these parameters
to yield,;

QS) P(,B,Pl,Pz,U')’-1»)’0,)’1,---, YT)
= .(T+l) _—l - -
Ko exp{ 202 IEI [y[ P1Yt-1

“P2Yta~B(X=P1Xts -P2X1.2)] }

Upon integrating out the scale parameter
o from (S), we obtain the following Lemma 1.

Lemma 1. Under the assumptions associated
with (1), the joint posterior distribution of
B, p1 and p,y, P(B, p;, P2 ly) is obtained from
(5) and is given by ;

~

© PB.01.p210) =K E ly,Bx01 61
2 -
BX1-1)-p2 (yt.2 Fx¢.2)] }
=k{ I v ]’}—V2
t=l[ %
where

xt FXi~P1Xt.1 - P2Xt-g
Y, =Y Pta - P2Yta

and K is a normalizing constant. This distribu-
tion summarizes all the information about , P1
and p,. Further the marginal distributions of
pand (py, p;) may be obtained from (6).

Integrating out the parameters p,, p, from
(6), the marginal distribution of 8, P(§ly) is ob-
tained as follows.

Theorem 2. Under the assumptions associated
with (1), the marginal distribution of g, P(Bly) is
obtained from (6) and is given by ;

™ P@Ey=k{ U2, 2,

(ZUg. Up?

- (ZU;, U, 2% (x2
Sl M >

_(BUE; -ZUp, U320, Uy, 2U, U* |-
X {zu:_z UL, — (2Up, Up,)? }

where Ui=y;-Bx; and K is a normalizing con-

stant. Integrating out the parameter 8 from {6),

we may obtain the joint marginal distribution
of (p;, p;) as follows,

Theorem 3. Under the assumptions associated
with (1), the joint marginal distribution of
(P1, p2), P (py, paly) is obtained from (6)
and is given by;

® Py, paty) =KEXD " (23
_ (zxth)2] '—T—;l.

2
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in which
Xt =Xt—p1 Xt —P2Xt

Y(= Yt—P1Yta—P2Yt2

and K is a nommalizing constant. Finally, we
obtain the following theorem for the conditional
distribution of 8, P(810;, P2, ¥).

Theorem 4. Under the assumptions associated
with (1) the conditional distribution of g for
fixed values of p, and py, P(Bipy, P2, ¥) is
obtained from (6) and is given by. 1

rG)
O.1) Py, pr, P2 Y)= 5
5)  Va(T-1)

L BB } T

(o)™ o

(T-1)S% (p)
where
. EXY
B (p)= X
$*(0)= z [Yt—f}(ﬂ)xt] 2 p=(p1, 02)
(T-1)ZX?

Xt =EXg— P X1 P2 X¢g
Yt=)'t—pl Yt-1—P2Yt.2®

Also, the distribution of M is given by;
S(0)

02 pEED yp )

where t_  is a Student-t variable with (T-1)
degree of freedom.

Proof. Since

Z[Y,-B () X;)? = 2Y} - B (0)2X}

. XY )
= ZY2_ o

and

Y, -6X)?=ZY] - B (p)zX?
the conditional distribution of 8, P(B10,, P2, ¥)
is obtained from (6) and (8):

P(8,01,P2,1Y)
P(Pl P2 1Y)

-%
LB
{ (T-1)8? (p)}

93 P10z, ¥)"

[T sz(p)}

Hence, we have the equation:

(54) P@Bwy,p:.y)

R[S { 14 BB 2
K{s ®) {1+1L_(T_1)Sz(p_)_}
Put B (o)

(9.5) tpa = S(p)

which we deal with as function of 8. Then (9.4)
and (9.5) reduce the equation

B
dty,

P(t'['-l )=P(Blpl » P2, Y)
to

P(tr,)=Kd + )

Therefore,

F(I)
(9.6) K-—*——~
rd&} )\/ﬂ(Tl)

and

o7 P, )

are derived from the fact that P(t.. | ) is a dis-
tribution. This equation means that t_, is a
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Student-t variable with (T-1) degree of freedom. Theorem (4) leads to the conditional dis-

And the equation (9.1) is derived from (9.4) tribution of 8, P(Bip;, p;, y) yields the same

and (9.6). Student-t distribution as the case of the first
Theorem (3) and (4) allow to write the order autoregresive process (cf, [1]).

marginal distribution of § as:

(10)  PBiy)=f/PBip1, P2,y ) P(py £2,Iy)p 00,
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