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Abstract

Zero-term rank of an m x n matrix A is the minimum number of lines(rows
or columns) needed to cover all the zero entries of A. In this thesis, we obtain
characterizations the linear operators preserving zero-term rank on the set of
m x n matrices over the nonnegative integer semiring.
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1 Introduction

There are many papers on the ranks of matrices and their preservers. Boolean
matrices also have been the subject of research by many authors. Beasley and
Pullman characterized those linear operators that preserve Boolean rank in [3] and
term rank of matrices over semirings in [5]. But there are few papers on the linear
operators that preserve zero-term rank of the matrices.

Recently, Beasley, Song and Lee obtained characterizations of the linear oper-
ators that preserve zero-term rank of Boolean matrices in [7]. They gave us the

motivation to research on the zero-term rank of the nonnegative integer matrices.
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In this thesis, we investigate the zero-term rank of the nonnegative integer ma-
trices. We characterize the linear operators that preserve zero-term rank of m x n

matrices over the nonnegative integer semiring Z*.

2 Preliminary

A semiring ([5]) consists of a set S, and two binary operations on S, addition(+)

and multiplication(-), such that

(1) (S, +) is an Abelian monoid under addition (identity denoted by 0);
(2) (S, -) is a monoid under multiplication (identity denoted by 1);

(3) multiplication distributes over addition ;

(4)s0 =0s =0 for alls € S ; and

(5) 0 # 1.

Let Z* be the set of all nonnegative integers. Then Z* with usual addition
and multiplication becomes a semiring. Usually Z* denotes both the semiring
and the set. Let M,, ,(Z*) denote the set of all m x n matrices with entries in
Z+ = {0,1,2,3...}, the nonnegative integers. The zero matrix and the n x n identity
matrix I, are defined as if Z* were a field. Addition, multiplication by scalar,
and the product of matrices are also defined as if Z* were a field. The m x n
matrix of 1's is denoted J,,,. The m x n matrix of whose entries are zero except
its (1,7)th, which is 1, is denoted E;;. We call E;; a cell. The set of all cells is
denoted A = {E;; : 1 <i<m,1 < j < n} and the set of its indices is denoted
€ =1{(i,7) : 1 <i<m,1<j<n}. The set of all cells spans M, ,(Z").

If A and B are in My, ,(Z%), we say A dominates B (written A > B or B < A)
if a;; > b;; for all 4, j. This provides a reflexive, transitive relation on Mp, o(Z7).

The zero-term rank of a matrix X in My, ,(Z%), 2(X), is the minimum number
of lines(rows or columns) needed to cover all the zero entries in X. And the term
rank of a matrix X, ¢(X), is the minimum number of lines(rows or columns) needed

to cover all the nonzero entries in X.
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LEMMA 2.1. For A, B € M, .(Z%), A > B implies that 2(A) < z(B).

Proof. If z(B) = k, then there are k lines which cover all zero entries in B. Since

A > B, this k lines can also cover all zero entries in A. Hence 2(A) <k=2z(B). O

3 Zero-term rank preserver of matrices

over nonnegative integer

In this chapter, we obtain the properties of zero-term rank of matrices over
nonnegative integers and also have the characterizations of the linear operators that
preserve the zero-term rank of the matrices. We extend the results over Boolean
matrices of Beasley, Song and Lee in [7] into matrices over nonnegative integer.

A function T mapping Mm (Z*) into itself is called an operator on M, (Z%).
The operator T is linear if T(aA + SB) = oT(A) + BT(B) for all a, 8 € Z* and
all A, B € Mpo(Z7).

DEFINITION 3.1. Let T be a linear operator on Mma(Z1). If 2(T(X N =k
whenever z(X) = k for all X in My, 2(Z7), we say T preserves zero-term rank k.
If T preserves zero-term rank k for every k < min{m,n}, then we say T preserves

zero-term rank.

Consider the semiring Z*. Which linear operators on M., n(Z") preserve zero-
term rank? The operations of (1) permuting rows, (2) permuting columns, and
(3) (if m = n ) transposing the matrices in M, o(Z*) are all linear operators that
preserve zero-term rank of the matrices on M. o(Z7).

If we take a fixed m x n matrix B in My, o(Z"), then its Schur product operator

on My n(Z*) is defined by B o X = [b;;z;;] for all X € My n(Zt).

LEMMA 3.2. Suppose that T is an operator on Mma(Z*) such that T(X) =
Bo X, where B is fized in My (Z1), none of whose entries is zero inZ*. ThenT

is a linear operator which preserves zero-term rank .
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Proof. Foralla, § € Z* and A, B € M, o(Z*), we have the following equality;

T(aX +pY)=Bo(aX + fY) = Bo(aX)+ Bo (8Y)
=a(BoX)+pB(BoY)=aT(X)+ BT(Y).

Hence T is linear. The fact T preserves zero-term rank follows the definition of

Schur product operator. O

DEFINITION 3.3. ([5]) If P and Q are m x m and n x n permutation matrices,
respectively and B is an m X n matrix, none of whose entries is zero in Z*, then T
is a (P, Q, B)-operator on M,, o(Z%) if

(1) T(X) = P(Bo X)Q for all X in M, ,(Z%) or
(2) m=n, and T(X) = P(Bo X*)Q for all X in M,, ,(Z+).

THEOREM 3.4. ([5]) If S is any semiring, then the following are equivalent for
any linear operator T on My, »(S);

(1) T is a (P, Q, B)-operator;
(2) T preserves term rank;
(3) T preserves term ranks 1 and 2.

We will show that the zero-term rank preservers on M,, ,(Z*) are also of the
same form as the term rank preservers on M,, ,(Z*). For this purpose, we define a
mapping T' : £ = € by T'(i,3) = (u,v) whenever T(E;ij) = byj Eyy with 0 < by; < 1,
where £ = {(1,7) : 1 <i < m,1 < j < n} is the set of all indices.

Now we have some Lemmas which are need to obtain the main Theorem 3.9.

LEMMA 3.5. Suppose that T preserves zero-term rank 1 on My, .(Z*) and

T(J) > J. Then T maps a cell onto a cell with a scalar multiple and hence T’

ts a bijection on £.

Proof. If T(Ey) = 0 for some E;; € A, then we can choose mn — 1 cells

- 116 -



Linear Operator Preserving Zero-term Rank of Nonnegative Matrices

E\, Ey,--+ , Epn_y which are different from E;;. Thus we have

JSTU) = T(Bg+3 0 Ex)
= T(E)+T(L
= 0+T(Y . Ex)
= T B,

But 2(J) = 0 and 2(3f"; 'Ex) = 1. Since T preserves zero-term rank 1, we have
AT(SMVEy)) = 1. Since J < T(J) = T(TiZy " Ex), we have 0 = 2(J) >
Z(T(3.7" ' E;)) = 1 by Lemma 2.1. Then we have a contradiction. Therefore
T(E;;) dominates at least one cell with a scalar multiple. That is, T(E;;) is of the

Ey)

form T(E;;) > bijEyy for some E,, € A with some nonzero integer b;;.

For some cell E;; € A, suppose T(E;;) dominates two cells, that is, T(E;;) >
bij Ex + bQJ-E,,,J with some nonzero integers b;;, b',-j. For each cell E,, except for both
E, and E,,, we can choose one cell E, such that T(E,) dominates E,, because
T(J) > J. Since the number of cells except for both Ey and E,, is mn-2, there exist
at most mn-1 cells Ey, By, - - - , Ema-1 containing E;; such that T hey YEW) > J.
Since T preserves zero-term rank 1, we have z(T (3 52, VER)) = 2( P Ey) = 1
But 1 = 2(3>7 " Es) < z(J) = 0 by Lemma 2.1. Thus we have a contradiction.
Hence T'(E;;) dominates only one cell with a scalar multiple. That is, T maps a cell
into a cell with a scalar multiple.

Now, we show that 7" is a bijection on €. If T'(i,3) = T"(k,1) = (v, v) for some
distinct indices (%, j) and (k,!), then we have T(E;;) = aijEyy, and T(Ex) = buEuy

with some nonzero integers a;; and by. Thus we have

J <T(J) T(J — (Eij + Eu) + (Eij + En))
= T(J — (Eyj + En)) + T(Eij + T(Ext)
= T(J - (Eij + Ekl)) + aijEuv + bklEuv

= T(J — (Eij + Ex)) + (aij + bit) Euy
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But we have

2T (J = (Eij + En)) + (aij + bt) Euy)
= 2(T(J - (Eij + Eu)) + ai;E,,)
= 2(T(J - (Eij + Eu)) + T(Ey)))
= 2(T(J - (Eij + Eu) + Ey;))
= 2(T(J — Ex))

Since T preserves zero-term rank 1 and z(J — Ey) = 1,2(T(J — Ey) = 1. Since

J < T(J — (E,‘j + EH)) + (a{j + bk[)Em,, we have
0=2(J) 2 2(T(J — (Eij + Ent)) + (@i + b) Euy) = 2(T(J — Ey)) = 1.

This is a contradiction. Therefore T” is an injection on £ and hence a bijection on
£. 0

LEMMA 3.6. If T preserves zero-term rank 1 on M, ,(Z*) and T(J) > J, then

T preserves term rank 1.

Proof. Suppose that T does not preserve term rank 1. Then there exist some cells
E;; and E; on the same row(or column) such that T(Ei;+ Ey) =T(E;)+T(Ey) =
bijEpq + by E,, with some nonzero integers bij and by, where T'(4,3) = (p,q) and
T'(i,l) = (r,s) with p # r and ¢ # s. Since T preserves zero-term rank 1 and
T(J) > J, we have that T" is a bijection on £ by Lemma 3.5. Thus we have T(J)=
B = (buv)mxn, for some B € M,, o(Z*) with b,, > 1. Since T preserve zero-term
rank 1 and z(J—E;;— Ey) = 1, we have z2(T(J—-E;j—Ey)) = 1. But T(J-E;—Ey)
has zeros in the (p,¢) and (r, s) positions because T(Ei; + Ey) = b Epg + byE,,.
Then z(T(J — E;; — Ey)) = 2. This is impossible. Therefore T preserves term rank
1. O

LEMMA 3.7. If T preserves zero-term rank 1 on M,, ,(Z+) and T(J) > J, then

T maps a row of a matriz onto a row(or column if m=n) with a scalar multiple in
Zt,
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Proof. Suppose T does not map a row into a row(or column if m=n) with a
scalar multiple. Then T does not preserve term rank 1. This contradicts to Lemma
3.6. Hence 7 maps a row into a row(or column if m=n) with a scalar multiple.
Lemma 3.5 implies that 7" is a bijection on £. Then the bijectivity of T" implies

that 7 maps a row onto a row(or column if m=n) with a scalar multiple. O

LEMMA 3.8. For the case m=n, suppose that T preserves zero-term rank 1
on My ,(Z*) and T(J) > J. If T maps a row onto a row(or column) with a
scalar multiple, then all rows of a matriz must be mapped some rows(or columns,

respectively) with a scalar multiple.

Proof. Lemma 3.5 implies that T” is a bijection on £. Let R; = Z;‘zl Eij,
CW =371 E; fori,j=1,2,--- ,n. Suppose T maps a row, say R, , onto an ith
row R; with a scalar multiple B; and another row, say R , onto a jth column cW
with a scalar multiple BY. That is, T(R,) = B;o R; and T(R,) = B9 oCU). Then
Ry + R, has 2n cells but B; o R; + BY o CU) has 2n — 1 cells. This contradicts to
the bijectivity of 7' on £. Hence all row must be mapped some rows(or columns,

respectively) with a scalar multiple. ]

We have the following characterization theorem for zero-term rank preserver on
M, A (ZY).

THEOREM 3.9. Suppose that T is a linear operator on My a(Z*). Then the

following statements are equivalent;

(i) T is a (P,Q, B)-operator;
(ii) T preserves zero-term rank;

(iii) T preserves zero-term rank 1 and T(J) > J.

Proof. (i)== (ii): Suppose T is a (P,Q, B)-operator and X € M q(Z"). Then
T(X) = P(BoX)Q(or m = n, and T(X) = P(BoX*)Q), where P and Q are mxm
and n x n permutation matrices and B is an m X n matrix in My 2(Z"), none of

whose entries is zero. Hence z(T(X)) = z(P(B o X)Q) = z(X) or 2(T(X)) =
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z(P(B o X*)Q) = z(X). Since X is arbitrary, T preserves zero-term rank.

(i)=> (iii): clearly.

(ili)=> (i): Suppose T preserves zero-term rank 1 and T'(J) > J. Lemmas 3.7 and
3.8 imply that T' maps all rows of a matrix onto rows(or columns if m=n) with a
scalar multiple. Thus T is of the form T'(X) = P(Bo X)Q or T(X) = P(Bo X)Q,
where P and Q are permutation matrices and B is a fixed m xn matrix in My, ,(Z*),

none of whose entries is zero. Hence T is a (P, Q, B)-operator. O
LEMMA 3.10. For A,B in My, ,(Z*), A > B implies T(A) > T(B).

Proof. By definition of A > B, we have a;; > b;; for all i, j. Using the forms of
A= E:';l ;121 a,-jE,-j and B = Z:';l Z;:l b,'jE,'J', we have

T(4) = T()_D ay;Ey)

i=1 j=1

= )Y eyT(Ey)

=1 j=1

YD byT(Ey)

i=1 j=1

= T(Z Z bi; Eij)

= T(B).

v

because of linearity and a;; > b;;. Hence T'(A) > T(B). O

We say that a linear operator T on My, ,(Z*) strongly preserves zero-term rank
k provided that 2(T'(A)) = k if and only if z(A) = k.

LEMMA 3.11. If T strongly preserves zero-term rank 1 on M, .(Z%), then we
have T(J) > J.

Proof. Since T strongly preserves zero-term rank 1 and z(J) # 1. we have
z(T(J)) = 0 or 2(T(J)) > 2. Suppose z(T(J)) > 2. Since J > J — E;; for
any cell E;; in £, we have T(J) > T(J — E;;) by Lemma 3.10. But Lemma 2.1
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implies 2(T(J)) < 2(T(J — Ejj)). Since T strongly preserves zero-term rank 1
and z(J — E;;) = 1, we have z(T'(J — E;;)) = 1. This is a contradiction because
z(T(J)) > 2 and 2(T(J)) < 2(T(J — E;;)) = 1. Thus 2(T(J)) = 0 and hence
T(J)>J. | O

THEOREM 3.12. Suppose that T is a linear operator on My, o(Zt). Then T

preserves zero-term rank if and only if it strongly preserves zero-term rank 1.

Proof. Suppose T strongly preserves zero-term rank 1. Then Lemma 3.11 implies
that T(J) > J. By Theorem 3.9, T preserves zero term rank. Conversely, suppose
T preserves zero-term rank. If z(T(X)) = 1 and z(X) # 1, then 2(X) = 0 or
z(X) > 2. If z2(X) = 0, then z(T(X)) = 0 by assumption. If 2(X) > 2, then
z(T(X)) > 2 by assumption. Those contradict to 2(T(X)) = 1. Hence T strongly

preserves zero-term rank 1. a

Thus we have characterized the linear operators that preserve the zero-term rank
on M,,,(Z*), which extend the results on Boolean case in [7]. It turns out that the
linear operator is a (P, Q, B)-operator, which equals term rank preserver. Also, we

obtained several kinds of conditions that are equivalent to a (P, Q, B)-operator.
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