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INTRODUCTION

In conducting sample survey, we have adopted
one of the following two procedures: (1) to get
an estimate of maximum precision for a given
total cost of the survey, or (2) to get an es-
timate of given precision for a minimum total
cost of the survey.

We may consider jointly the losses resulting
from the errors in the estimates and from the
cost of sampling, and to employ such sampling
and estimation procedures as will, in some sénce,
"minimize” the total expected loss. We shall
take as loss function the sum of two
components, one proportional to the squre of the
error of the estimate and the other proportional

to the cost of obtaining the sample.
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MINIMAX ESTIMATES

We are given a sample space X, a space of
probability distributionon X, Pp = {B,:w€Q},
where € is an incex sei and a function 3
defined on Q whose value g{w).

A non-randomized decision function for us,
usually called an estimate, is a numerical
function § defined on X, specifying for each x
the number a & A which will be chosen to es-
timate g( w) when that x is observed. The loss
function L defined on QxA is non-negative and
is the loss incurred when g{ w) is estimated by
a. The risk function R is defined by

R(w, 6)=E,L(w, §)
The average risk corresponding to an a priori

distribution & for nature and a decision func-



2 Cheju National University Journal Vol. 26 (1988)

tion 3 use}i for estimation of g(w) is obviously

RCE, 5):l\~: E ((8%x) - g(wy)®x].
A Q

This is minimized by choosing, for each x, the

number & ( x) which does it is clearly

55(x)=E(g(w)l X).

MINIMAX ESTIMATION |N
DOUBLE SAMPLING

The population of N units is divided into
subpopulation of N,, N,, -+ M units. The oy

is the number of units in the h-th stratum. The
V4= 5 ni/Np is atrue mean and ¥p=5 yp; /M
is a sample mean in the h-th stratum. We con-
sider the risks in double sampling for
stratification. The first sample is a simple
random sample of size n'

Let

wp=ny /0’

= proportion of first sample falling in stra-

tum h.

The second sample is a stratified random
sample of size n in which the y,; are measured,
n, units are drawn from stratum h. The second
sample in stratum h is a random subsample from
the n,’ in the stratum. The objective of the first
sample is to estimate the strata weights; that
of the second sample is to estimate the strata
means Y. The population mean T =X WuY, As
an estimate we use

-y_st :thyh

Let c, be the known cost of collecting
information from a unit in stratum h and let ¢’
be the cost of classification per unit. We shall
investigate for stratification sampling some
Bayes and minimax procedures, first for an in-

finite and then for finite populations.

1. Infinite popuiations

Suppose that the i-th stratum consists of an
infinite population with unknown mean #; and
known upper bound U? for all variances,
i=1.2,--, k and that we have to estimate a linear
function of the #;, say U=X 2 ;#; where the a;
are some given real numbers. Without loss of
generality we may take > a ;= 1. For the sake of
simplicity we shall assume that none of the a;
is zero. The loss function U is given by

L(U, 8)=(8—U)% +Zcyny +¢'n’
where np( D0) is the size of the sample chosen
from the h-th stratum, and § is a function of
the sample {X;;; i= 12, ki =12, n;),
where X, ; is the j-th observation from the i-th
stratum.

We may regard the n; as fixed for the purpose
of finding the estimates. Letting * be a min-
imax estimate for given n;, we shall choose the

ny, so as to minimize the risk,

(3.2) RQU, 8%)=E(3*—U)? +Z ¢;n; +'n’

as a function of the n; and n’.

-

A. Minimax estimate for given n;.

Letting §—oo. We see that Bayes risk fg—r.
where r= 23; G'f/ n;, If we can find some
estimate 8* With risk <r, then §* will be 2
minimax estimate. Let us try the limiting
Bayes estimate,

lim -50()() =3 aiii =d%(x).

Since the Yi are normal and independent with
means g; and variances a"i’/ n;, La;X; is
normal with mean X a; #;= U and variance ¥ a;
632/ni, where X, is the sample mean from the
i-th stratum. Hence the risk corresponding to
the estimate d*(x)=2 a; Yi is equal to r which
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proves that 3 aiYi ‘is a minimax estimate of U

for given n;
B. Minimax strategy for choosing the n;.

Restoring the term 3 c;n; and ¢’ n’" in the
risk function, we can choose "optimum” n; if the
variances of the populations in different strata
are known by minimizing the risk as a function
of the n; and n’

We choose optimum n; corresponding to the
variances in the different strata as the o}. For
given n;,the risk corresponding to ®is given by

w2 5,2

(3.3) R(w, §* )=S—u-

Oh
s

g - —
il —Y?

+ n,EWh(Yh Y) +X cpny+c'n’

Dh

is negligible

where g’=( N-n’) /( N-1) and
in infinite population.

Theorem 1. Suppose that we have the ‘risk of
the form ( 3.3) in the infinite population. Then
the risk is minimum when n; is the integer
nearest to (w,2s,2% /¢, +% ) i and o’ is
the integer nearest to

(g’ SWy (Y —Y)2/ ¢! +%)%

Proof. We want to choose the ny an_d n’  so
that the'risk is minimum under the restriction
that the ny and n’ are positive integers. The
i-th term on the right hand side of ( 3.3) depends
on n, and o’ . It is sufficient to minimize
W 2Sp2/ny + cpny and g/’ SW, (T,— Y%
Denoting W: S:/ n, + cyn, by f(my,), we see
that

(3-4) f(ny + 1) — (g

=y, —WhZS hz/ npCny +1)

To minimize f( n,), we choose the smallest
positive integral value for n, for which the
difference ( 3.4) is positive, in other words, the

smallest positive integer ny, for“which

1
(np +5 )% exceeds w 25,2 /¢, +% This
gives
. ' 1
"h =integer nearest to (W,25,2% /¢, +%)z
Similarly, denoting /v S w,2(y, —Y)?2
by g(m  we see thal
g(n’ +1)—g(n’)
=¢'—g’ UWL(Y,—Y )2/ (0’ +1)
and

n’= integer nearest to
1 3
(8’ ZW},(Y},_Y)Z/C, +T)

2. Finite population

Suppose that x;; (i= 1,2, k; j=1,2, oo ,
N;) denotes the j-th unit in the i-th stratum.
Suppose further that the N; are known, the
means g; of the strata are unknown. We now
choose the n; so that the minimax risk for given
n; and largest allowed variances in the strat:
is minimum under the restriction that the n; are

positive integers. This risk is given by
1 1
3.5 Y= = — :
(3.5) RQ, 6*)=32w, (nh Nh)Sh
+8/n W (Y=Y ) + X cyny, +c’n’

This expressian differs from that in ( 3.3) by
a quantity which is independent of n,n,.; --ny.

Theorem 2. Suppose that we have the risk of
the form ( 3.5) in the finite population. Then
the risk is minimum when n; is thel integer
nearest to ((N,2/N?)(S,2%,) +% 32 and n’

is the integer nearest to L
(@IS (N /NI(Y =Y ) ? +'2:') z

Proof. The i-th term or the right hand side of
(3.5) depends on n,, andn’ . It is sufficient
W, 25,201/ { nyny+ 1))
-YINCN+ DD and g/ 5 Wy ¥ — ¥ )2 + ¢/’

to minimize
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Denoting W2 SZ(1,/n,—1/Np)+cyny by ny = integer nearest to .
1
f(n,) we see that f(n; +D—f(n;)=¢;— ((Nﬁ/NZJ(Sﬁ/Ch)“’T) 2
(/) =LA 1) — (170 — I/Ni)] wi s Similarly, we get
Hence the smallest positive integer n n’= integer nearest to -
minimizing the risk is (/)L N/ NICY,,—Y)? +T) 2
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