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ABSTRACT

The problem of finding a stochastic model for process of human population which fluctuates
according to the births, deaths, immigrations and emigrations, is considered. In particular;
the paper deals with the numerical prediction of human population and its some probabilistic

properties.

1. Introduction

Births and deaths along with migrations are
the main factors which can influence directly
the size of population in a given region, orits
geographic distribution. Anything which aff-
ects the numbers of people in a given 'region
manifests itself in changes of one or more of
these three processes. Stochastic models for
population growth date back to Galton and
Watson (1874), who considered the problem of
extinction of family names and thus initiated
the theory of branching processes. Subseq-
uently, McKendrich (1914) investigated con-
tinuous generating models for population
growth under restricted conditions. The main
purpose of the present paper is to derive st-
ochastic model for the process of human pop-
ulation which fluctuates according to the
natality, mortality, immigration and emigr-
ation.

Let N; be a random variable which repres-
ents the size of the population at time ¢ in

given region. Obviously the stochastic proc-
ess {N;:2e(0, )} is a time-homogeneous Mar-
kov process having a discrete state space.
Throughout this paper, we shall obtain the
probability generating function, mean and
variance of the random variable N;.

2. Generating Function

Suppose that a population in a given region,
consists of members which can give birth to
new members with mean rate o, can die
with mean rate 8, can immigrate from other
populations with mean rate 7, and can em-
igrate to the others with mean rare §. And
we assume that there is no interaction among
the members in the population. The quantities
o, B,7 and § may be regarded respectively
as the mean birth, death, immigration and
emigration rates per individual, in any
short time interval, and are consequently
referred to as the mean birth, death, im
migration and emigration rates respective-
ly, these would arise if, in the short time
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interval, each individual in the population,
independently of the others, has approximat-
ely probability a of giving birth toa new in-
dividual, probility 8 of dying, probability ¥
of immigrating, and probability & of emig-
rating. Similarly, for the time interval (¢, ¢+
k) having length 4, each individual has appr-
oximately probabilies az+0(h), Bh+0(h), YA
+0¢h), and 84+0Ch), respectively.

In order to describe the population, we
define the random variables, U,(:=1,2,3--), V;
and V; as follows. U,=1 if the i-th individual
gives birth in (¢, ¢+4), U,= -1 if the i-th indi-
\:idual dies in (¢, ¢+4) and U;=0 otherwise. V,
=1 if there is an immigrant in (¢, ¢+4) and
V,=0 otherwise. And V,=-1 if there is an
emigrant in (,¢+h) and V,=0 otherwice.
Then we have

N
(2.1) Nw=Ni+Z U+ 2V;

where N; denotes the population size at time t.

On the other hand, the probability density
functions of U,, V,, and V, are
ah+0{h) if x=1
—_ | Bh+0k) if x=-1
Jon = 1—{a+Bh+0h) if x=0
0 otherwise
Th+0(k) if x=1
2.2) fv,(x)={1-7h+0(h) if x=0
0 otherwise
and
Sh+0(h) if x=—1
fvz(z)={ 1-8h+0(k) if x=0
0 otherwise
Using the above observations we also have
the probability generating functions of U, V,
and V..
Gu,(R)=E@U)=1+ laz—{a+B)+Bz "}k
+0(h)
{2.3) Gvi(2)=E@V\)=1~-{Y—"72)+h+0(k)
Gv2(2)=E{zV?)=1—{(8—-82"")+h+0(h)

Let H=§:_“.1U,+)f;lV.. We cee that

Ga(2)=EQGH)=[Gy, (&))" Gvi()*Gva(t)
=(14n{az—(a+8)+L2z'}h+0(h)]
—+n{az—(a+B)+Bz") h+0(h))
LT +8)—Yz— 82"} -h+0(R))

from the binomial expancion, A*=0(k) where
k=2, 3.--and independence of the ramdom vari-
ables. We have therefore
2.4) Gu(D)=[{{(na+7)-h+0(h))]ez
+[1- [(nl{a+B)+ (Y +8)})h+0(A))°
+UnB+8)h+0(h}]ez!
Let puon(B)=P(Ny=m|Ni=n). Then pu,u(h)
=P(H=m—n).
We therefore see that (2.4) implies.
(na+7)-h+0(h) if m=n+1

I- (nla+B)+{7+8)) h+0(h)
if m=n

(2.5) Pyym(h)=
(nB+8)h+.(h) ip ifm=n—1
1]¢)) otherwise

Let pu(t)=P(N;=n) n=0, 1, 2---.In view of the
above fact (2.5), we are led to the following
relation for p. (¢+h):

Dt +B)=pu- 1 () {[{n—1+7)-h+0(h))
+2.(O(1— (n(a+B)+{(T+8)} -h+0(h)]
+Par O (2 +1)B+8) +A+0(R)I+0(A)

D+ =pu()— (n(a+B)+{V+8)]) ke pul(t)

T - Da+T) ke pe D+ ((n+ 1B+
8] 'h'pn+|(t)+0(h)

By transposing the term p,(¢), dividing by
k, and passing to the limit, we obtain the
system of differential equations
2.6) pu'(O=[(n—Vaa+7} par (D — (nla+ B+

(7+83) - put)
+(n+128+8)  pusi ()

The equation holds for #=1,2,3---.For n=0 we

have

D' =—(T+8 o)+ (B+8)pi(8)
since 0 is an absorbing state.

We now obtain the solution of the differen-
tial equations. Let us use the method of pro-
bability generating functions to find the dis-
tribution p.(¢). As before, we put

Gz, ) =3 +2% )

%=0
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We multiphy equation (2.6) by z*;

2% (D) =a22(n— 17287 Py i (1) + V022" Pyt (D)
—(a+B) zenz () — (T+ 822 pu(t)
+B(n+1) 2"?.41(1)+8’Z'1'Z'“‘pn+|(t)

We then sum over n=0,1,2-- and abbreviate
to G the G(z,t). Then we have

@n aaf+(az -8- (1—:)-———(7: -

(1-2z1)G
We shall find the scolution of the partial
differential equation for G. We solve the
charcteristic equations

ar _ dz dG
1 (az— B)(l-—z) (Y2—-8)(1-2"1-G

then we have

adz + dz

a= ﬂ"”-az 512
ad 8§ dz aG
2.8 (r- ( pr B*‘F 2 =""C
Therefore
az—B @i,
1-2z !

2 y-* " HG=0
Since the first order differential equation
can have only one constant, two constants
must be functions of one anothers. Therefore
the general solution of (2.7) is
@2.9

Y (az—B)  —F G=g(az=B, s
2! (az—8) g( ]_ze< >.:)

where g is an arbitary function. We now
assume that N=n, that is, G{z,0)=2. Then

we can determine g from the initial condition.

dz—B
1-2

24 (az—-p5) % =g

. _dz—B8 _Btw
Putting w=—7—>-s0z2="7

n—%

gw) = (ﬁ+w) ((a Bow

a+w

“Therefore

+3

o~

. (a+w)
(B+w);

Gz, )= Be“-1+w)"
(ae=-'o4+uwy e

(S

az— R

1-2z
And substitute w into (2.9,
calculations, we have

where w=
after much

g(:;:i(gi] [C(t) A(z)z]

(2.10) G(z, )= [

ety

Where A =a—aq-e* "t
By=a—Bee"-*
Cly=B—are "

and Dit)=B—B-e*"*

3. Expected Value and Variance of
Population size

To obtain expression for the expected value
E(N,) and variance V(N;) of population size
at time {, we differentiate the probability
generating function (2.10) with respect to z.
That is,

@D ENp=2%al |
sG(z D | _(2C&zD | Y
3.2) VIND=—"F", azz =1 0z x=1)
__0Gz D l
32 ‘z=1

An alternative simple procedure for finding
E(Ny) and V(N)) is to differentiate partial
differential equation (2.7) with respect to z.
That iu,

3.9 5 +(az B1-2)2E > +{ az+
G

a{1-2)+ (8- 'Yz,u—_)}g_={

+<7z—s>7} G
Since (3.1}, We have

@.0) SE “E' HE | (B—E=(7—8)

where E\N:)=E:

The solution E; of the first order ordinary
differential equation with inital condition;
G{z,0)=n is

3.5 E(N,)=E,=Z;_‘Z +(n-

%_"_‘_fx)e-u-n.:
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Similarly, we have from (3.3)

N G
6.6 2| +28-3Z| +26-v-2E|
=2:5
Sinca
ﬁG_ dV, dE,
PR, ar TCRE-LF
.
and 4G _
Tz =B

where V(N)=V; we obtain ordinary differe-
ntial equation;

.1 28— Vi= (1~ 2B B/ -2 B-)Ef

+2\B 8—"E;+28
Therefore we have V, as general solution of
@3.7.

_8B—ad N
Vi=tg=ayt [tﬂ arl2a@-1)+ " B 5

(2nat— (Y =8} +n] e+ G
And we have

V(M>=V:=Ce_lﬁw(2a(a—'r>) +(}9_ch5

(2ne— (T =8} +n]  (-0=-1)

since Vo=0.
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