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1. Introduction

The objectives of time series analysis are to determine the statistical
charcteristics of the original function x(t) by manipulating the series of the
discrete numbers x., We are concerned with estimating the spectrum of a
random process x(t) by the discrete time series obtained by sampling a finite
length of a sample function, For the calculation procedure the true spectrum
the aliasing is arised by difference the aperiodic function x(t). We can
overcome these by the spectral window of the smoothing version the true
spectrum. To deal with this problem, this paper shows the sketch of the

aliasing spectral window and compare these with the basic spectral window
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about the bandwidth of graphs.

2. Discrete Fourier transforms

If x(t) is a periodic function with period T, then it is always possible to

write ,
xt) = at+30 (a cos.ZLk t + by sin—Z”—k t)
k=1 T T
where

ax = lST ® cos 2K+ gt

20— T ), X T

b, — 1 (T ) sin2Zk ¢ gt

R0 T T ), x(t Sin“

By using complex notation with X, = a, - ib.,

o 1¢T -i(27kt/T)
L o= 1) %0 e dt

Suppose that the discrete series {x.}, r=0,1,2,-,N-1), t=rA, A=T/N

% g—i % e—i (Qnkt/T) (rA)A

r=

Xk =

NZ-I: ” e—i (2nkr/N)

2.1

These transform is called the Discrete Fourier Transform (DFT) of x..

Theory 1. The value x. of the series {x.} is given by
N-1 i{2nkr/N
v = 3% e1(71}"/)

k=0

proof) In the r.h.s. of (2.1),

E: X, ei(27zkr/N) _ NZ‘1: [_1%% .. e-i(2ﬂks/N)]ei(2;zkr/N)
k=0 = Pt
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Nt N1 g -1 (27k/N) (s-1)
= >\ > = X, e
k=Os=0N
_ E [N—l e—i(an/N) (s-r)] % ..
s=0 k=0
N1 - (2nk/N) (sr) _ (N » S=T
kg‘o: © {0 , S¥Fr
and hence
N- N-1  —i(27k/N) (s-1)
Zl (>3 el(n/ i ]ﬁ X, = X
s=0 k=0

Similary, we may consider the discrete series {y.}.

For calculation of spectral estimates, we write R, as an estimate for the
correlation function when ¢ =rA and consider that {x.}, {y.} are periodic

series, then we can define

N-1 ’

R, = %2 X. Voo, T = 0,1,2,-, (N-1) 2.2)
s=0

where ¥... = Yo when s+r1r2N 2.9

We define the DFT of the discrete series {R.} by
- %:\JZ;:. R, e—i(2nkr/N)

The circular spectrum is then given by
S.(w) = % S. 3(W—‘Z‘,71€£), for ~% <w<% 2.4

Where & is Dirac’s delta function,

3. The Spectral Window

Using periodic condition, R. can be written as

Ro= VS5 sy s L5
r = 3T X Yser T X s4r
N s={ Ns=N-r y
1N—1—r 1 N-1
= "I\TZ Xs ys+r + NZ Xs Ys-u-n) (bY(23))
s=0 s=N-r

Let an approximation of R. be 15\
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A N-1
R, = -1

1 5= = e (N-
Nop 22 %o Vor for r = 0,1,2,-+, (N-1)

Then R, =(NDy& + Ay R v =012 0D

Theory 2. R is consistent estimates of R..

proof)
E(R) = 137 ECxy..)
N-r 55
- LSW R(z=rh)
N-r {5
= R (r=rA)

From Theory 2. E[R,]=[—I\%j R(z=rt) + () R(r=-(N-04), 0<r<N

These two functions will repeat themselves periodically. If we now join the

N;(T\IN——Q] f{_m_,) from the period with r negative to the function

function (
[(I\{\I_-r)] f? from the next period with r positive, we can obtain the function

represented by the absolute value |r|, which we will call u., can be written

as
R(@® = u(@ +ulx-T) +u{z-2T) + u{(c-3T) + ---
= ;i'. u(t-mT)

Taking Fouries transforms of the both sides, we obtain

il -iwt
S.(w) = Z‘.—S u(t-mT) e dz
m=—oc>27f -co
Let © = 7-mT,
o -iwmT 1 ¢ -iw?
Sw) = 33 e LT u@ e
o ~iwmT .
= 3 e U(w), where U(w) : Four :r transform of u(w)
- 2n = _ 21k
= U(w)kgo olw T)
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o _ 2k 2n _
by (2.4) and w. = T T U (wy) Si

E(S.) = 2% E(UW,))

T
_ 2 L(” i
=T [zng-m E(U@) e dz]
_ 2z 1 (T T-|7] ~-iw, T
=7 [an-T T R e dz)
The weighted spectral density §(w) is defined by the term in brackets,
—~ T _ =W\ T
Sw) = A L r@ e 7 ar 3.1
2l T
The weighting arises on account the factor T_Tlﬂ , which is described
as the basic lag window,
1-1zl/T, for 0< 7| <
Theory 3. w(7) ={' rOslei=T
0 , elsewhere
then 1) w@ = w9
2 w(z=0) =1
@ {7 1w areo
proof) omitted,
By Theory 3,
~ T -iwT
Sw) = k| wo R@ e ar (3.2
7 J o7

The basic spectral window W (w) of w(r) is given by

_ 1 TT- || -iwWT
Ww) = ZnS-T T e dr

TT-

= Z—IHS_T—T——% (cos wz + i sin wez) dr

= ISTT-iTI
o T

o
T . sin(wT/2) v
5 [—-—“;,IV}Z ) (3.3)

cos wt dr
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For considering the aliasing in (3.2), let replace W (w) the spectral window

of w(r) and put w =w to avoid confusing the two w,

S = 17 ([T won ™ aw) R & a
=" aw we) | ar RO &I
= " aw wow) sw-w)
= {7 o) ww-0) s

where (Q = W-W

or Sw) = S“’ Ww-0) S(Q) do

The expectation value of S is

Es) = 207 wow-w) s aw

The alised spectral window function W.(w) is given by

W.w) = 32 Ww-j &
j=-co
since i 1 = x
T (0-))° sin’z6
T sin wT/2 .
S0 W.lw) = 2nN? ( sin WT/ZN]

Now we can compare the aliased spectral window W,(w) and the basic
spectral window W(w) from (3.3). From the following figures (fig.1~fig.5),
we can estimate the bandwidth of spectral windows, Although the basic spectral
window (fig.1) can always be sharpened and made to decay towards zero
faster by increasing the record length T, the graph of the alised spectral window

shows that the bandwidth is decreased significantly as the data increase,

List of Symbols

T = record length
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= angular frequency

= lag window function

= number of sample values
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6 fig. 1 Graph of the basic spectral window
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0 fig.2  Graph of the aliased spectral window (N=8)
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0 fig.5 Graph of the aliased spectral window (N=84)
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