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Analysis of Hopfield Neural Network
by Using Vector Field
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. This paper presents a eneral time-
Introduction > Paper presents a g ¢
domain analysis using the vector field ap-

Single-layer feedback neural networks proach of continuous-time single-layer feed-
' . | ;orks. | 1

also called Hopfield networks [Hopfield, back neural networks. The method al ows

1984; Hopfield and Tank, 1985; Tank and

Hopfield, 1986), display a number of inter-

capturing the transients and equilibrium
points of such networks.

esting properties. Once properly trained

IR e Vector Field Method
and initialized, they converge, in time, to-
wards a stable solution which is one of the

minima of their computational energy func- The n neuron system is described by the

following state equations (1-3)

tion.

The algorithm for convergence of a net- 1 . °
work usirglg neurons with dgiscrete activa- o= a(li +;wij = Guw), (1)
tion functions is asynchronous due to the i= 1‘2:'_"",
stochastic nature of the convergence pro-
cess. The minimum energy solution of such where u;, v; are state and output variables,
a discrete-time operation is random even for ii, are biasing currents, and G, C; are to-
deterministic input. For continuous acti- tal conductances and capacitances, respec-
vation functions, however, the solution is tively, connected directly to the input of the
deterministic, due to the properties of the i-th neuron.

* F3di 8 A=ty 9=l (Dept. of Electronic Engineering, Cheju-do. 690-756. Korea)
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The description of the system in (1) can
be formalized in the output space v as fol-
lows

dv,

L =Yv@®)], 1=12,...,n. (2)

Expression (2) can be used to compute the
derivatives ¥ (v), ¥2(v), .., ¥a(y) at each
point of space v. Assuming that dt = At,
the computed entries ¥; would correspond
to Avy JAL, Dua /A, .., Av, [At. This pro-
vides components of the vector Av/At for
this nonlinear system. The vector field ob-
tained using this method contains a number
of segments of trajectories of evolving sys-
tem for [0, 00).

Vector Field Generation for
Single-Layer Neural Networks

To apply the vector field method to non-
linear differential equation (1), one needs
to assume a specific form of the activation
function v; = f(u;). Using the following

activation function

vi=(1+e ) (3)
we obtain
dv; = Ai(vi — :')du,-, (4)

where the i-th neuron gain is proportional
to A\; and a = 1V.

Vector components Av; /At approximat-
ing the left sides of (2) can be now obtained

as
Vi(v)
_ ,\(v, ("+Z"’u":
-Gif 1(va')) (5)

i=1,2,...,n.

components ¥; determine the emotion of
the system output in the direction v;. Ap-
proximated actual displacements of the out-
put are equal to the products ¥; At

The approximation for vk“ 1s

vf“ =¥+ Af, i=1,2,...,n, (6)

where Av; is the component of a
displacement-step. It is equal to the prod-
uct of the normalized vector component by

a displacement-step

Avk = o(i(v)d, i=1,2,...,n, (7)
where d is a user-selectable displacement-
step, and a(A;(v*

tor field component, is defined as follows

)}, called normalized vec-

W, (v¥)
(Tro, YR(v?))*

Thus, the length of the sum of the vector

a(¥i(v*)) = (8)

components of a displacement-step is equal
to the displacement-step. The value of the
stable displacement-step depends on a sys-
tem. The reasonable step for the system
under study has been chosen as d = 0.01.
Thus, the system moves by the distance of
0.01 within each 1teration.

Case Study

A 2-bit A/D converter representing a
class of or gradient-type networks [Zurada
and Kang, 1989; Zurada and Kang, 1991]
was selected as a case study to test the
method. The state space equation (1) de-
scribing the converter are

Ciuy =z —-0.5-2v2 — (g1 — 2)uy
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Coug =22 -2 - 2v; — (g2 — 2)uy

where g; are the parasitic input conduc-
tances of the i-th neuron, and z is the ana-
log voltage value to be converted to the bi-
nary representation v = [v1, v2}".

Equation (9) can be rearranged with form
of equation (5) as

A

vy = C—ll(vl—vf)[z—O.S—?vz
—(gy — A" (21
e )

A
vy = Z2(vy-— v3)[2z - 2 - 2v;
C

U2

=2 = 233 In(r—-)]

The normalized vector field of this system
can now be produced for known values of
r,g;, Ci,and A (i = 1,2).

Examples of the normalized vector fields
for the example converter are shown in Fig-
ure 1. The figure illustrates four differ-
ent cases of convergence to the equilibrium
point for values A = 10, 100. The other
convergence parameters are conductances
9i, and the capacitance ratio C,/C;. The

convergence has been evaluated for z = 0
(Figure 1 a, b) and z = 1.8 (Figure 1 ¢, d).
The energy contours, or equipotential lines,
have also been marked.

The trajectories become horizontally
skewed for large C3/C,. This condition of
uneven capacitances promotes movement of

PO U

the system by slowly varying v, with re-
spect to v;. This is due to the fact that C,
holds the majority of charge and the voltage

u2 across il changes more slowly than u;.

The vector field approach provides in-

sight in network behavior with the energy
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Fig. 1. Selected vector field solutions for 2-bit
A/D converter.

(@ z=0, A=100, G/G=1, g&=1.0
(b) =0, A=10. G/G=10, £&=10
(c) z=1.8 A=100, G/C=1, g=0.1
(d z=1.8 A=10, G/G=10, &1.0

function saddle as shown in Figure ! ¢, d.
It can also be seen that the trajectories
lead to either of the solutions v = [0, 1]t
or v = [1.0), dependent upon the initial
condition Comparison of convergence with
a zero initial condition at v = [0.5, 0.5 in-
dicates that the correct solution (equal to
2) for representing z = 1.8 is reached as
shown in Figure 1 ¢ for equal capacitances
C1, C2. The case shown in Figure 1 d de-
picts the incorrect solution due to the hor-
izontally biased movement of the system
towards the right. To gain more detailed
insight into convergence, the energy maps
near v = [1,0], and v = [0, 1] have been ex-
panded as shown in Fig. 2¢,d. It can be
seen that the energy minima near the cor-
ners are indeed within the square.
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Fig.2. Vector field macro map for z=1.86,
A=2, C/G=1, g=2.5.

Conclusion

In conclusion, the vector field approach
provides a detailed insight into the tran-
sient behavior and stability conditions of
the network. This method can be applied
to networks using actual neurons and when
complete sets of solutions, as opposed to
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a single time-domain solution, are needed.
Although the method can be graphically il-

lustrated only for n < 3, it can be applied
to networks of any dimensional size.
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