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Two-Factor Comparative Surveys With
Risks in Double Sampling
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1. Double sampling and required precision

In many sample surveys the principle objective is to compare several sectors of a finite
population. Specially, there may be several factors of interest and each of these factors
may have been divided into several categories.

If the elements (N,;) represented by the cells in a 2X2 table are not identifiable in
advance, one cannot sample independently in each of them. However, one may select a
large preliminary sample (n) and identify the subpopulation to which each sampled
element (n',,) belongs. Then, for each sub-population, a sub-sample (n;;) is selected for
analytical surveys. Such a double sampling procedure is useful if the risk of identifying

an element is small relative to the risk of securing the necessary information in the main
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survey. Now cousider the optimal design for two-factor comparative surveys. The two
factor @ and 7 are represented by a 2X2 table with (i, /)th cell denoting ith category
of @ and jth category of r .

The two categories for each factor are compared by considering

Da = Wl(?!l - _21) + W-z(le—?zz)
(1)

Dz = W, (?n - Y, + W...( ?zl _?22)
where N,;= total number of units in the (i, f)th cell, W,;=N,,/N, W,=3 Wi, W,=2
W.,,Y.;= true mean for (;, /)thcelland N = % 2 ;N.;, the size of population.

Using the double sampling method, the unbiased estimators are given by
n ’

Sy = n, - =
f;'(y“ - yzx) +“T2i(y12 - ?/22)

ﬁaz

= n. - — ' _
DT=—;1"(y11 - ylz) +—n§r(yzl - yzz)

note that n’; = 2 ,n’;;, n’ ;= 2 ,n’,; are obatin from the preliminary sample n’ and sample

mean Y,; from n,;.

Let ni; = ns v, 0 < v;; <1 and wij = I:I”, then
nij, Wij, ¥;; are vandom variables and
Lemma 1. E(nij) = E(nij’vij) = E(Wijn' Uij) =n’ Vij E(Wi,') = n'u,»jW

Lemma 2. E('HL-) = E(Illij)

ij

Proof : See [ ]

If equal precision is desired for Da and D+ » We use the objective function ;

V = {V(Da) + V(Dr) }

|:E {ZZ( (n'j')z(:;)(zni.')z) * Sijz } + V{ Il.,.’ (?u —_?21)

nij n

+ 1:1'2 (?12 - ?zz)} + V {_11111’_(?" - ?u) + -n—r’;‘r(?m"‘ ?22) }:I

-96 -



CUEPLANIL AN 2 ol % Fohx) idel Mg 3

where S, is the true variance in (i, /)th cell. Using lemma 1, 2 and the approximation

7z n’?E(ny) T n’ Wi v

E{(n;)’ﬂni:)’}: (E(n)f +{EMD) _ W 4w
n- njj

gij
n’vii

then the objective function reduces to

vV = E(zzﬁi) ~ zz—,g--”—z— (3)
= nyg / n'Wi; vij

where 22,’,’2: é\;jwijsl'jz

2. Determine the risks in double sampling

Let O be a parameter space on random variable X and U be a numerical function
defined on O whose value we wish to estimate on the basis of the outcome of an
experiment x e X.

Let A be the space of actions on real ling R’ and a non-randomized decision function
5* defined on X be a numerical function specifying for each x the number ae A which
will be chosen to estimate U when that x is observed. Then the loss function L(U, é*)
defined on @ XA is the loss incurred when U is estimated by 8°*.

If we define the loss ;

L(U.8% = |86~} + Z:i¥;Cijni + C’'n’

and replace 5 * with strata mean ¥,,= 2 3 w7, U with population mean Y, then the

risk function R is defined by
R(U.6*) = E | Ju — Y| + ZZCiiky; +C'0’ )

where C’ is the cost of classification per unit and C,; the cost of measuring a unit in (3,

Hith cell.

Lemma 3. An estimator ¥, is unbiased estimator of ¥ = XX W;; Ys;
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Proof: E(¥,) = E[(E(EwWi; ¥ | wi))] = E(ZZwy;) E. (¥3;)

=E(3Sw;Yy) = Y

where the subscript 2 refer to an average over all -andom sample of n;; units

that can be drawn from a given n; units.

Now the specified cost of taking the sample is generalized by the risk R
and

Theorem 1.

R(U, 6*)<n’MD, + 33 W,MDy, [n; —n'; | +22Cunyv +Cn’ (5)
where MD, is the true man deviation and MD;; the (i, /)th cell mean deviation.

Proof : R(U.8*) = E| Y — Y| + X¥Cijn; 4+ C'n’

1Y = Y | = |25W;75 + Y|
= 122w Y’ + ZEwi (05— ¥y')— Y
< UZZwi ¥y’ — Y| + 135wy, (F5 — F47) |
And Since
MD, = —;J-Z‘ai’j lys—Y] and E|y;—Y| < %,ZE |y =Y
= n’-MD,

So E N 22w (Vi — ') | = ISWGE, | (¥, -Yy) — T’ —Yy) |
= JIW; IEz(gij_?ij)_Ez(yij’— Yi) |
< ZXW;|n; MD;; ~ n;;" MDy; |

Therefore  E (¥..—Y) < n’ MD,+ 35 W;; MD;; |ny; — ny |
This completes the proof.

Theorem 2.

Let the expected risk be R* = { R(|J. 5%)} , then

R*< n’B + n’sy vi; Wiy Dy
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where B = C’ + MD,+ 22W;’MDy; and Dy = Cj — Wi;MD;;
Proof : since E (ZZWi;MDy; | niy—ny’ |) = ZEW;MDy; E(ngl1— %u 1)
= SEWy MDy 0’ vy Wy | 5= =11

= y3n’ MD; Wi (1 —vy)
Hence
R* = E(R) < E@MD,) + EE 2 W, MD,; | n;; — 1’y 1Y+ w22 Cyv W, + O’
=MD, + S EMD,W, 1 —v,)+ 022 Cy vy Wy + Cn
=n(C + MD, + EE WMD) + 2 2 v,; Wii(Ciy — WMD)
=nB+ 022 v; W,Di,

3. Optimum design for two factor comparative

surveys with specfied risk

We consider the optimum design to find those values of the preliminary sample size n’
and main sample size n which maximize, for a given risk, the equal precision of
comparisons of two-factor with categories.

Without loss the generality, we can assume that inequality in (6) change to equality,

therefore
R* = n'B+ n'23vy Wi Dy (7
Let find the values of n’ and v,; which maximize (3)

aij

Vv =32 —_—n,wﬁ vii'

subject to (7) and O < v,; < 1, where @,* = 2g,;* are known constants. We determine
first the optimal v, for a given n’ and then the optimal n’.

By Cauchy inequality ;

Sai 3B — (ZanBn)’ = Z;j{'i(aiﬁi— a;B;)?
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then
. By B, _
Andif — = 22 =
8 1 a,

equality holds

Nowlet R’ = R*— n’B

then the preduct R’V = ( 2y

Using the Cauchy inequalits,
Qij

(Zan)? (284)* > (Zan )’

8

a

2

constant the

2

= 3¥n’v;; Wi; Dy; ,

aij2
n'wi; v

7
ij

) (EZ‘n’ vi; Wi; Dy;

Put a, — /n'Wij vi;
then £5 — R'Wu¥iv/Di pg
ay aij
’ S I¥n’ Wi; vij Dy;
n’W,v,~Dy _ n'W, D, _
v $5av/Dy;
_ _K-B
~ 3¥ai;vDi
*
n’'Wivio/Dyy _ _ R =B _
Hence Py 33 aii~/'Di;
So the optimal v, for fixed n’ is given by
W, aij(R*— ’B) 9]
= Wi Vi VDi; 2% aiiv/Dij h
Provided n"'W,,v,; < n'W,, for all ¢, j; that is
VD; 3ZasvDi :
R*
Hence n’ > N .
= /D ;1,1 =1,2
B + W+ ——,- Y¥aiiv Dj;
ij
MDap oy aiivD;]™ + R*= my/’ 19

[B+VV(1,1) *

aa,n
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where (1, 1) denotes the group with the smallest value of Wi +/Dij / aii

The minimum value of ¥V for n’ >> m;; after substituting the optimul v, in (3), is

given by
— ., (23 ai+/Dis)’ ,
Vi, (n') = R*__’ n'B,. a

so that the minimum occurs at the value m;, = mu’

Note that v ;,,= 1 when " = my,

To examine values of n’ smaller than m,,, set v;; = 1 and use the Cauchy inequality
to obtain the remaining v;;.

This gives
i *~n'B—n’"Wq,»* Da,p
n’ Wivy; = &{(R 3 a4 \/I()—li,l )/
ZEai,-«ﬁ)T,-} (i,j)>=(1,1) 12
ww
Provided
n’Z{B + Doy W + (Waw —al()fli—:—"—) 53 a /Dy }4- R*= m,,’

where = denotes the summation over 7, 7 + (1), and (1, 2) denotes the group with the

second smallest values of Wi; ~/Dij / aij

Therefore, the minimum value of V, for n” in the range m,;” < n’ < m,,’ is given by

v ( :) — a’(zx ) (g)%; aijv Dii)2 i3
i) = n Wy,n + R*—n’ (B+Dq,p * Wu,n)

From this Vi2, to find the optimal n’ ovev the range

dV,, (n’)
dn’

’

m, < n’'<m,, we Put = ( , then

+
- W,
n’ = [(B+Dan: Wa,n + {Wq,» (B+Dqg,n Wa,n» )} . sSay- vDsl™- R*

aa,p ww

14
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If dV .(n')/dn’ does not vanish for n” =2 m,,’, we need to see v y;, v ;, and so forth, =

1 in turn until the turning point of V is found, and note that \_’(n’) has a unique minimum.
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