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〈Abstract〉

ON THE BISHOP CURVATURES OF CURVES
IN EUCLIDEAN SPACES

In this thesis, we study the properties of curves in Euclidean space. Firstly we

review the Frenet formulas in Euclidean space and Lorentz space, respectively. And

we study the several curves with the Frenet theory. Also, we introduce the Bishop

theory and study the relations between Frenet theory and Bishop theory.



1 Introduction

Curves arise in many different ways. Specially, curves arise naturally in the motion

of a particle. This is the most appropriate for a formal mathematical research of curves.

The history of the curve theory were initiated by G. Monge and his school (Meusnier,

Lancret, and Dupin). One of the study of curves is to use the moving frames. Classi-

cally, the basic tool in the study of curves is the Frenet-Serret theory. In 3-dimensional

Euclidean space, it consists of three vector fields along the given curve and two scalar

functions, so called the curvature and torsion. InRn, the Frenet frame can be defined,

but the curves need to be of classCn−1 and the scalar functions should not be zeros.

In this thesis, we introduce an another moving frame, so called the Bishop frame. In

the Bishop theory, it is enough to satisfy that the curves areC2-class. So, in this thesis

we summarize the well-known facts about the Frenet theory. And then we study the

Bishop theory and give the relationships between them. This thesis is organized a fol-

lows. In Chapter 2, we give the well-known facts and review the isometries. In Chapter

3, the Frenet formulas are studied inR3, R3
1 andRn, respectively. Moreover, many in-

teresting curves, including sphere curves, Bertrand curves, involutes and evolutes, are

studied. In Chapter 4, we give the Bishop formula inR3 and study the properties

of curves with Bishop curvatures. Lastly, we study the relationships between Frenet

theory and Bishop theory.
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2 Curves inRn

2.1 Curves inRn

LetRn = {(x1, · · · , xn)|xi ∈ R, (i = 1, · · · , n)} andd : Rn×Rn → R is a metric

function, which is defined by

d(p, q) =

√√√√
n∑

i=1

(pi − qi)2. (2.1)

ThenEn = (Rn, d) is said to be Euclidean space. We writeRn instead ofEn if we

have no confusion.

Definition 2.1 A differentiable curvein Rn is a differentiable mapγ : I → Rn of an

open intervalI = (a, b) ⊂ R intoRn.

Sometimes the curveγ means the image of the curve.

Definition 2.2 Let I andJ be open intervals. Supposeγ : I → Rn is a differentiable

curve andθ : J → I is a diffeomorphism fromJ to I with dθ/ds 6= 0. Then the map

γ̃ = γ ◦ θ : J → Rn is said to be areparametrizationof γ.

Definition 2.3 Any differentiable curveγ : I → Rn is said to be aregular curveif γ′

never vanishes.

Let <,> be the natural inner product onRn, and ||v|| =
√

< v,v > the length of

v ∈ Rn.

A regular curve segment is a functionα : [a, b] → Rn such that there exists a regular

curveγ : (c, d) → Rn with γ(t) = α(t) for all t ∈ [a, b] ⊂ (c, d).

Sometimes we call the curve instead of curve segment.

Definition 2.4 Thearclength functions(t) of γ : [a, b] → Rn is defined by

s(t) =

∫ t

a

||γ′(u)||du. (2.2)

Trivially, s(b) is the length ofγ, which is denoted byL(γ).
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Proposition 2.5 The length of a regular curve is invariant under reparametrization.

Proof. Let γ = [a, b] → Rn be a regular curve segment, andγ̃ = [c, d] → Rn

be a reparametrization ofγ. Let θ : [c, d] → [a, b] be a differentiable function with

γ̃(t) = (γ ◦ θ)(t). Then we must show

L(γ) = L(γ̃).

Case 1 : Ifθ′(t) > 0, thenθ(c) = a, θ(d) = b, and

‖γ̃′(t)‖ = ‖θ′(t) · γ′(θ(t))‖ = |θ′(t)|‖γ′(θ(t))‖ = θ′(t)‖γ′(θ(t))‖.

By integration by substitution, we have

Lb
a(γ) =

∫ b

a

‖γ′(u)‖du =

∫ d

c

‖γ′(θ(t))‖θ′(t)dt =

∫ d

c

‖γ̃′(t)‖dt = Ld
c(γ̃).

Case 2 : Ifθ′(t) < 0, thenθ(c) = b, θ(d) = a, and

‖γ̃′(t)‖ = −θ′(t)‖γ′(θ(t))‖.

We have

Lb
a(γ) =

∫ b

a

‖γ′(u)‖du

=

∫ c

d

‖γ′(θ(t))‖θ′(t)dt

= −
∫ d

c

‖γ′(θ(t))‖θ′(t)dt

=

∫ d

c

‖γ̃′(t)‖dt

= Ld
c(γ̃). 2

Theorem 2.6 Any regular curve can be reparametrized so as to have unit speed ev-

erywhere.

Proof. Let γ : (a, b) → Rn be a regular curve ands(t) be the arc length function.

Sinces′(t) = ||γ′(t)|| is positive,s is strictly increasing. Sos has inverse function

s−1 = h. Therefore, by the inverse function theorem, it is smooth anddh
ds

= 1
||γ′(t)|| .

So if we putγ̃(s) = (γ ◦ h)(s), thenγ̃′(s) = γ′(h(s))dh
ds

= γ′(t)
||γ′(t)|| , which impliesγ̃′ is

a unit vector.2
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Proposition 2.7 There is no curve joining two points inRn shorter than the line seg-

ment between them.

Proof. Let p, q ∈ Rn with p 6= q. Let α : [a, b] → Rn be any curve such thatα(a) = p

andα(b) = q. If we putu = q−p
|q−p| , then

∫ b

a

α′(t) · udt =

∫ b

a

(α(t) · u)′dt = α(b) · u− α(a) · u = (q − p) · u = ||q − p||.

On the other hand, by the Schwarz inequality, we have

d(p, q) = ||q − p|| =
∫ b

a

α′(t) · udt ≤
∫ b

a

||α′(t)||dt = L(α),

which implies the result.2

Definition 2.8 Let γ : I → Rn be a unit speed curve andT = γ′(s) a unit tangent

vector field. Theprincipal curvatureof γ is defined by

κ := ||dT

ds
|| = ||γ′′(s)||. (2.3)

Proposition 2.9 A curveγ in Rn is a straight line if and only ifκ = 0.

Proof. By (2.3), κ = 0 if and only if γ
′′

= 0, which impliesγ
′
(t) = p=constant.

Then, by integrating,

γ(t) = tp + q, q ∈ Rn

which meansγ is a straight line.2

2.2 Euclidean isometry

Let {e1, · · · , en} be the standard basis ofRn.

Definition 2.10 An isometryof Rn is a mappingF : Rn → Rn such that

d(F (p), F (q)) = d(p, q) (2.4)

for all pointp, q ∈ Rn.

Definition 2.11 Given pointa ∈ Rn, Ta : Rn → Rn defined byTa(p) = p + a is

called thetranslationby a.
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Proposition 2.12 If F is an isometry ofRn such thatF (0) = 0, thenF is an orthogo-

nal transformation.

Proof. SinceF is an isometry, we have that for anyp andq

||F (p)− F (q)|| = ||p− q||,

which implies

||F (p)||2 − 2 < F (p), F (q) > +||F (q)||2 = ||p||2 − 2 < p,q > +||q||2.

SinceF preserves norms, we have

< F (p), F (q) >=< p,q > .

It remains to show thatF is linear. Letp ∈ Rn. Thenp is expressed by

p =
n∑

i=1

piei.

SinceF preserves inner products,{F (e1), · · · , F (en)} is an orthonormal basis. Thus

F (p) =
n∑

i=1

< F (p), F (ei) > F (ei).

Since

< F (p), F (ei) >=< p, ei >= pi,

we have

F (p) =
n∑

i=1

piF (ei).

Using this identity, it is easy to check the linearity condition

F (ap + bq) = aF (p) + bF (q),

wherea andb ∈ R. Hence the proof is completed.2

Theorem 2.13 If F is an isometry ofRn, then there exist a unique translationTa and

a unique orthogonal transformationA such thatF = TaA, a ∈ Rn.
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Proof. Let Ta be the translation bya = F (0). ThenT−1
a is the translation by−F (0).

That is,T−1
a = T−a. SinceT−1

a is an isometry,T−1
a F is an isometry with

(T−1
a F )(0) = 0.

Thus, by Proposition 2.12,T−1
a F is an orthogonal transformation, sayA, i.e.,T−1

a F =

A. So F = TaA. Suppose thatF = T̄bĀ, whereT̄b is a translation and̄A is an

orthogonal transformation. SinceTaA = T̄bĀ, A = T−1
a T̄bĀ. SinceA and Ā are

linear transformations, it follows that(T−1
a T̄b)(0) = 0, which meansT−1

a T̄b = I.

HenceT̄b = Ta and soA = Ā. Hence the proof is completed.2

Definition 2.14 Let F : Rn → Rm be a mapping. Then thederivative map(F∗)p :

TpRn → TF (p)Rm atp of F is defined by

(F∗)pV =
d

dt
(F ◦ α)(t)|t=0,

whereα(0) = p andα
′
(0) = V .

It is well-known that(F∗)p is a linear transformation.

Lemma 2.15 (See [5])Letv andw be tangent vectorsR3 at p. If F is an isometry of

R3, then

(F∗)p(v ×w) = (sgnF )(F∗)p(v)× (F∗)p(w),

wheresgnF = ±1 is the sign ofF .
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3 Frenet formulas

3.1 Frenet formula in R3

Let γ : I → R3 be a unit speed curve withκ 6= 0, andT = γ
′
. DefineN = 1

κ
T ′,

which is said to be anormal vector fieldalongγ. And B = T × N is said to be a

binormal vector fieldalongγ. Then{T,N,B} is called theFrenet framealongγ on

R3.

Theorem 3.1 ( Frenet Formulas). For a unit speed curveγ(s) with κ > 0, the

derivatives of the Frenet frame are given by



T
′

N
′

B
′


 =




0 κ 0

−κ 0 τ

0 −τ 0







T

N

B


 , (3.1)

whereτ = − < N, B′ > is the torsion of the curveβ.

Proof. It is trivial T ′ = κN . Since{T, N,B} is an orthonormal basis, any vector field

V alongγ can be expressed by

V =< T,V > T+ < N,V > N+ < B,V > B.

Hence

N ′ =< T, N ′ > T+ < N,N ′ > N+ < B, N ′ > B

=< T, N ′ > T+ < B, N ′ > B

= − < T ′, N > T− < B′, N > B

= −κT + τB.

Similarly, we have

B′ =< T, B′ > T+ < N, B′ > N

= − < T ′, B > T+ < N,B′ > N

= −κ < N, B > T+ < N, B′ > N

= −τN. 2
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Theorem 3.2 Let γ(s) be a unit speed curve withκ > 0. Thenγ is a plane curve if

and only ifτ = 0.

Proof. Supposeτ = 0. By the Frenet Formulas,B′ = 0, soB is a constant. It is

sufficient to show that for alls,

< γ(s)− γ(0), B >= 0.

By differentiating, we have

< γ(s)− γ(0), B >′=< γ′(s), B >=< T,B >= 0.

Hence< γ(s) − γ(0), B >= constant, which means that< γ(s) − γ(0), B >= 0

because ats = 0, it is zero.

Conversely, supposeγ is a plane curve. Hence, for any constant unit vectoru, we have

< γ(s)− γ(0), n >= 0.

By differentiating,< γ′(s), u >= 0 and< γ′′(s), u >= 0. That is,< T, u >= 0 and

< κN, u >= 0. These mean thatu ⊥ T andu ⊥ N . Sou = ±B, which means

B′ = 0. Henceτ = 0. 2

Corollary 3.3 A curveγ is a part of a circle if and only ifκ > 0 is constant andτ = 0.

Proof. Supposeγ is part of a circle. Thenγ is a plane curve and for anys

||γ(s)− p||2 = r2, p = γ(0),

wherer is constant. By Theorem 3.2,τ = 0. By differentiating, we have

< T, γ(s)− p >= 0. (3.2)

If we differentiate again, then we have

0 =< T ′, γ(s)− p > + < T, T >= κ < N, γ(s)− p > +1.

Hence we have

κ < N, γ(s)− p >= −1, (3.3)

8



which meansκ > 0 and< N, γ(s)− p > 6= 0. By differentiating(3.3), we have

0 = κ′ < N, γ(s)− p > +κ < −κT + τB, γ(s)− p >

= κ
′
< N, γ(s)− p >,

becauseτ = 0 and(3.2). This means thatκ′ = 0, by (3.3) and soκ is constant.

Conversely, supposeκ > 0 is constant andτ = 0. If we put

β(s) = γ(s) +
1

κ
N,

thenβ′(s) = 0 because ofτ = 0. This impliesβ is constant. If we putβ(s) = p, then

||γ(s)− p|| = || − 1

κ
N || = 1

κ
,

sop is the center of a circleγ with radius1
κ
. 2

Definition 3.4 A regular curveγ is ahelix, if < T,u > is constant for some fixed unit

vectoru.

Theorem 3.5 A unit speed curveγ(s) with κ 6= 0 is a helix if and only ifτ
κ

is constant.

Proof. Assumeγ is a helix. Since< T,u > is constant, we may write< T,u >=

cos θ, whereθ is some fixed angle.

Case 1 : Ifθ = λπ (λ = 0, 1), thenT (s) = ±u. Sinceu is constant,T ′ = κN = 0,

and thenκ = 0, which is contradiction.

Case 2 : Ifθ 6= λπ (λ = 0, 1), then0 =< T,u >
′
=< κN,u > . SoN ⊥ u. If we put

u =< T,u > T+ < B,u > B,

then

0 = u
′
= cos θT ′ + sin θB′

= cos θκN + sin θ(−τN)

= (κ cos θ − τ sin θ)N.

Henceτ
κ

= cos θ
sin θ

is constant.

9



Conversely, assume thatτ
κ

= c, for constantc. Let c = cot θ with 0 < θ < π, and

let u = cos θT + sin θB. Then

u
′
= cos θT ′ + sin θB′

= κ cos θN − τ sin θN

= (cos θ − cos θ

sin θ
sin θ)κN

= 0.

Henceu is constant vector and< T,u >= cos θ, which is constant. Henceγ is a helix.

2

Remark 3.6 In R2, we give the geometric meaning ofk of the unit speed curveγ.

Sinceγ is a unit speed curve inR2, we can consider

γ′(s) = (cos θ(s), sin θ(s)),

whereθ is an angle betweenγ
′
ande1 = (1, 0). Also, we take

N = (− sin θ(s), cos θ(s))

and then

κN = T ′ = θ′(s)(− sin θ(s), cos θ(s)) = θ′(s)N.

So we have

κ = θ′(s).

3.2 The sphere curves

A curve γ is called thesphere curveif γ satisfies||γ(s) − m||2 = r2 for some

constantsm andr.

Theorem 3.7 Let γ be a unit speed curve withκ 6= 0 andτ 6= 0. Thenγ is a sphere

curve if and only if( 1
κ
)2 + ( κ

′

κ2τ
)2 = r2, r > 0 is constant.

Proof. Let γ be a sphere curve on the sphere of radiusr and centerm. That is,

< γ(s)−m, γ(s)−m >= r2. By differentiating,

< γ(s)−m,T >= 0.

10



By differentiating, we also have

0 =< γ(s)−m,T >
′
=< T, T > + < γ(s)−m,T ′ >

= 1+ < γ(s)−m,κN >,

which implies−1 = κ < γ(s)−m,N > andκ 6= 0. Now, fora, b, c ∈ R, if we put

γ(s)−m = aT + bN + cB,

then

a =< γ(s)−m,T >= 0

and

b =< γ(s)−m,N >= −1

κ
.

By differentiating, we have forρ = 1
κ
,

−ρ
′
=< γ(s)−m,N >

′

=< T, N > + < γ(s)−m,N ′ >

=< γ(s)−m,−κT + τB >

= −κ < γ(s)−m,T > +τ < γ(s)−m,B >

= τ < γ(s)−m,B > .

Soc =< γ(s)−m,B >= −ρ
′
σ, whereσ = 1

τ
. Hence

γ(s)−m = −ρN − ρ
′
σB,

which yields

r2 = ||γ(s)−m||2 = || − ρN − ρ
′
σB||2

= ρ2 + (ρ
′
σ)2.

Conversely, supposeρ2 + (ρ
′
σ)2 = r2 andρ

′ 6= 0. Then

2ρ
′
ρ + 2(ρ

′
σ
′
+ ρ

′′
σ)(ρ

′
σ) = 0.

Sinceρ
′ 6= 0, we have

ρ
′
σ
′
+ ρ

′′
σ = −ρ

σ
.

11



Let γ(s) + ρN + ρ
′
σB = m(s). Then, by differentiating, we have

m′ = γ
′
(s) + ρ

′
N + ρN ′ + (ρ

′′
σ + ρ

′
σ
′
)B + ρ

′
σB′

= T + ρ
′
N + ρ(−κT + τB)− ρτB + ρ

′
σ(−τN)

= 0.

Hencem is constant and so

||γ(s)−m||2 = ρ2 + (ρ
′
σ)2 = r2.

Thusγ(s) is a sphere curve.2

Let γ be a unit speed curve. Since||T (s)|| = 1, T (s) is a sphere curve. Similarly

N(s), B(s) are sphere curves. HenceT (s) is called thetangent spherical imageof γ.

And N(s) andB(s) are called thenormal sphericaland thebinormal spherical image

of γ, respectively.

Theorem 3.8 Letγ be a unit speed curve inR3. Then

(1) γ is a straight line if and only if the tangent spherical image ofγ is a constant.

(2) γ is a plane curve if and only if the binormal spherical image ofγ is a constant.

(3) γ is a helix if and only if the tangent spherical image is an arc of a circle.

Proof. (1) Suppose thatT (s) is a constant. Thenκ(s) = ||T ′(s)|| = 0. Thusγ(s) is a

straight line. Conversely, suppose thatγ(s) is a straight line. Thenκ(s) = 0. Hence

κ(s) = ||T ′(s)|| = 0, which meansT is constant.

(2) Suppose thatγ(s) is a plane curve. Thenτ(s) = 0, and soB′(s) = 0. HenceB(s)

is constant. Conversely, suppose thatB(s) is constant. Then

τ(s) = − < B′(s), N(s) >= − < 0, N(s) >= 0.

Thusγ(s) is a plane curve.

(3) Suppose thatγ(s) is a helix. Then< T,u >= C is a constant for some constant

unit vectoru. Since

< T − T (t0),u > =< T,u > − < T (t0),u >

= C − C = 0,

12



T (t) is a plane curve. HenceT (t) lies on the sphere and plane, which meansT (t)

is a part of a circle. Conversely, suppose thatT (t) is a part of a circle. ThenT (t)

is a plan curve. So< T − T (t0),u >= 0 for some constant unit vectoru. Hence

< T,u >=< T (t0),u > is constant. Thusγ(s) is a helix.2

3.3 Bertrand curves

Definition 3.9 Two curvesα andβ are calledBertrand curvesif for eachs0, the nor-

mal line to α at s = s0 is the same as the normal line toβ at s = s0. That is,

Nα = ±Nβ. In this case, we say thatβ is aBertrand mateof α.

Proposition 3.10 The distance between corresponding points of a pair of Bertrand

curves is constant.

Proof. Let α be a unit speed curve andβ be a Bertrand mate ofα. Then there is a

functionλ(s) such thatβ(s) = α(s) + λ(s)Nα(s). Generally,β is not unit speed. We

must show||β(s)− α(s)|| = λ = constant. In fact,we have

β
′
(s) = Tα(s) + λ

′
(s)Nα(s) + λ(s)N ′

α(s)

= (1− λκα)Tα(s) + λ
′
(s)Nα(s) + λταBα(s).

And so

λ
′
(s) =< β

′
(s), Nα(s) >=< β

′
(s),±Nβ(s) >= 0.

Henceλ(s) is constant.2

Proposition 3.11 The angle between the tangents to two Bertrand curves at corre-

sponding points is constant.

Proof. SinceNα = ±Nβ, we have

T
′
α = καNα = ±καNβ, T

′
β = κβNβ = ±κβNα.

Then

< Tα(s), Tβ(s) >
′
=< T ′

α(s), Tβ(s) > + < Tα(s), T ′
β(s) >

=< ±καNβ(s), Tβ(s) > + < Tα(s),±κβNα(s) >= 0.

Hence< Tα(s), Tβ(s) > is constant. So the proof is completed.2
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Theorem 3.12 Let α be a unit speed curve withκτ 6= 0. Then there is a Bertrand

mateβ(s) of α if and only if there are constantsλ 6= 0 andµ with 1
λ

= κ + µτ .

Proof. Let β be a Bertrand mate ofα. Then for some constantλ 6= 0,

β(s) = α(s) + λNα(s). Sinceβ
′
(s) = (1− λκα)Tα + λταBα, we have

cos θ =< Tα, Tβ > =< Tα,
β
′
(s)

||β′(s)|| >

=
1

||β ′(s)||(1− λκα),

sin θ = ||Tα × Tβ|| = ||Tα × β
′
(s)

||β ′(s)|| ||

=
1

||β ′(s)|| ||Tα × β
′
(s)||

=
1

||β ′(s)||λτα 6= 0,

whereθ is constant by Proposition 3.11. Socos θ
sin θ

= 1−λκ
λτ

= µ is constant. This implies

that 1
λ

= κ + µτ. Conversely, letβ(s) = α(s) + λNα(s). Then

β
′
(s) = λτ(µTα + Bα)

and

β
′′

= λτ
′
µTα + (λτµκ− λτ 2)Nα + λτ

′
Bα.

So we have

β
′
(s)× β

′′
(s) = λτµ(λτµκ− λτ 2)Bα − (λτµκ− λτ 2)λτTα.

By the direct calculation, we have

(β
′
(s)× β

′′
(s))× β

′
(s) = (λτµκ− λτ 2)(λτ)2(1 + µ2)Nα.

Thus

Nβ =
(β

′
(s)× β

′′
(s))× β

′
(s)

||(β ′(s)× β ′′(s))× β′(s)|| = ±Nα.

That is,β is a Bertrand mate ofα. 2
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3.4 Involutes and Evolutes

Let α be a unit speed curve on an interval(a, b). Thenβ is an involuteof α if

β(s) = α(s) + (c − s)Tα(s), wherec is a constant andTα = α
′
. And β is anevolute

of α if α is an involute ofβ.

Proposition 3.13 (1) An involute of a plane curve lies in that same plane.

(2) An involute of a helix is a plane curve.

Proof. (1) Letα be a plane curve andβ(s) be an involute ofα. Then, by definition,

β(s) = α(s) + (c− s)Tα(s). (3.4)

From (3.4), we have

< β(s)− α(s), Bα(s) >=< (c− s)Tα(s), Bα(s) >= 0.

SinceBα is constant,β is also plane curve, which lies in the same plane.

(2) Letα(s) be a helix andβ(s) be a involute curve. Then, by (3.4), we have

β
′
(s) = (c− s)T ′

α(s)

and

||β ′(s)|| = κα(c− s).

Hence we have

Tβ =
β
′
(s)

||β ′(s)|| =
(c− s)T ′

α(s)

κα(c− s)
=

1

κα

T ′
α(s),

which impliesT ′
α(s) = καTβ. Sinceα(s) is helix, < Tα,u >=constant for some

constant unit vectoru. So we have

0 =< Tα,u >
′
= κα < Tβ,u > .

If κα = 0, thenα(s) is straight line. Hence by (1), it is a plane curve. Ifκα 6= 0, then

< Tβ,u >= 0. By differentiating,

0 =< Tβ,u >
′
= κβ < Nβ,u > .

If κβ = 0, thenβ(s) is straight line and soβ is a plane curve. Ifκβ 6= 0, then

< Nβ,u >= 0. Henceu = ±Bβ and

0 =< N ′
β,u >= −κβ < Tβ,u > +τβ < Bβ,u >= ±τβ.

Henceβ(s) is plane curve. Thus, an involute of a helix is a plane curve.2
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Theorem 3.14 Let α be a unit speed curve andβ be an evolute ofα. Thenβ(s) =

α(s) + 1
κ
N + µB, whereµ = 1

κ
cot(

∫ s

a
τds + constant).

Proof. Let q be a point on the evolute curveβ corresponding to the pointp on a

reparametrized curveα. Sinceβ(q)− α(p) is orthogonal toTα, in the normal plane of

α at q. Henceβ − α = λN + µB. But

β
′
(s) = Tα + λ

′
N + λN ′ + µ

′
B + µB′

= (1− λκ)Tα + (λ
′ − µτ)N + (µ

′
+ λτ)B

is the tangent toβ and so parallel toβ − α. Thus

1− λκ = 0,
λ
′ − µτ

λ
=

µ
′
+ λτ

µ
.

That is

λ =
1

κ
, τ =

λ
′
µ− λµ

′

λ2 + µ2
=

d

ds
cot−1 µ

λ
.

Thus ∫ s

a

τds + C = cot−1 µ

λ
, C : constant

µ = λ cot(

∫ s

a

τds + C).

Therefore

β(s) = α(s) +
1

κ
N + µB. 2

3.5 Frenet formula in Minkowski spaceR3
1

Let us define the metric<,>◦ onR3 by

< X, Y >◦= −x1y1 + x2y2 + x3y3, (3.5)

whereX = (x1, x2, x3) andY = (y1, y2, y3). ThenR3
1 = (R3, <, >◦) is called the

Minkowski space (or Lorentz space).

Definition 3.15 A vectorX onR3
1 is said to be:

space− like, if < X, X >◦> 0,

time− like, if < X, X >◦< 0,

light− like, if < X,X >◦= 0, X 6= 0.
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Definition 3.16 A regular curveγ : I → R3
1 is calledspace-like, time-likeandlight-

like if for ∀t ∈ I, γ
′
(t) is space-like, time-like and light-like, respectively.

Example 3.17 The curveα(t) = (cosh t, sinh t, 0) is space-like andβ(t) = (sinh t, cosh t, 0)

is time-like andγ(t) = (t, t, 0) is light-like.

Definition 3.18 A vector productV ×W onR3
1 is defined by

< V ×W,U >◦= det(V,W,U) (3.6)

for all U . That is, for anyV = (v1, v2, v3) andW = (w1, w2, w3),

V ×W = (−v2w3 + v3w2,−v1w3 + v3w1, v1w2 − v2w1).

Now, we can define three frames as follows. For two vectorse1 and e2 such that

< ei, ei >◦= ±1, < e1, e2 >◦= 0, a third is defined bye3 = e1 × e2. Then<

e3, e3 >◦= 1. So{e1, e2, e3} form an orthonormal frame field. Generally, if we put

ε, η ∈ {1,−1} by < e1, e1 >◦= ε, and< e2, e2 >◦= η, then< e3, e3 >◦= −εη. The

frame{e1, e2, e3} is said to be anorthonormal basisof R3
1.

Lemma 3.19 Any vectorX onR3
1 can be uniquely decomposed as

X = ε < X, e1 >◦ e1 + η < X, e2 >◦ e2 − εη < X, e3 >◦ e3, (3.7)

where{e1, e2, e3} is an orthonormal basis.

Proof. Let X = a1e1 + a2e2 + a3e3 for ai ∈ R(i = 1, 2, 3). Then

< X, e1 >◦= a1 < e1, e1 >◦= a1ε.

Hencea1 = ε < X, e1 >◦ . Similarly,a2 = η < X, e2 >◦ anda3 = −εη < X, e3 >◦.2

Theorem 3.20 ( Frenet formula in R3
1 ). Letγ be a space-like or time-like curve by

unit speed and< γ
′′
, γ

′′
>◦ 6= 0. Then{T = γ

′
, N = γ

′′√
|<γ′′ ,γ′′>◦|

, B = T ×N} form

an orthonormal frame field and satisfies



T
′

N
′

B
′


 =




0 κη 0

−κε 0 −τεη

0 −τη 0







T

N

B


 , (3.8)

whereκ =< T ′, N >◦ andτ =< N ′, B >◦ are called the curvature and torsion of the

curveγ.
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Proof. Let γ be a space-like (or time-like) with unit speed. We have

T ′ = ε < T ′, T >◦ T + η < T ′, N >◦ N − εη < T ′, B >◦ B,

because< T, T >◦= ε and< N, N >◦= η. By the definition ofN , T ′ = γ
′′

=√
| < γ ′′ , γ ′′ >◦ |N , and so

√
| < γ ′′ , γ ′′ >◦ | = η < T ′, N >◦= ηκ. HenceT ′ =

κηN . Next, we have

N ′ = ε < N ′, T >◦ T + η < N ′, N >◦ N − εη < N ′, B >◦ B.

Since

< N ′, T >◦= − < T ′, N >◦= −κ,

< B′, N >◦= − < N ′, B >◦= −τ,

we haveN ′ = −κεT − τεηB. Similarly, we haveB′ = −τηB. 2

3.6 Frenet formula in Rn

Definition 3.21 Let γ : I → Rn be a unit speed curve. The generalizedFrenet frame

field{v1 = γ′(t), v2, · · · , vn} in Rn is defined as follows: if we definewj+1 by

wj+1 = v
′
j −

j∑
i=1

< v
′
j, vi > vi, (3.9)

then

vj+1 =
1

κj+1

wj+1, κj+1 := |wj+1|. (3.10)

Theorem 3.22 (Frenet formulas) Letγ : I → Rn be a unit speed curve withκj 6= 0.

Then we have



v
′
1
...
...
...

v
′
n




=




0 κ2 0 · · · 0

−κ2 0 κ3 · · · 0

0 −κ3 0 · · · 0
...

...
...

.. . κn

0 0 0 −κn 0







v1

...

...

...

vn




. (3.11)
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Proof. Let V (t) = (v1 · · · vn)T be the orthogonal matrix since rows are orthonormal

basis forRn. So

V (t)V (t)T = I =⇒ V ′(t)V (t)T + V (t)V ′(t)T
= 0.

Sincev
′
j = κj+1vj+1 +

∑j
i=1 < vj

′, vi > vi, we can write

V ′(t) = K(t)V (t),

whereKij are of< v′j, vi > or κj+1. 2

Theorem 3.23 If κn = 0, then the curve lies in a hyperplane.

Proof. Sinceκi 6= 0(i = 1, · · · , n−1), we define an orthonormal vectors{v1, · · · , vn−1}.
Let W = (v1, · · · , vn−1)

T . Now we define unitvn so that

det(v1, · · · , vn)T = 1.

If we putA = (v1, · · · , vn)T , then

1 = det(AAT ) =< vn, vn > − < v1, vn >2 − · · ·− < vn−1, vn >2 .

Since< vn, vn >= 1, we have< v1, vn >= · · · =< vn−1, vn >= 0. Hence

< W, vn >= 0. Differentiating< W, vn >= 0, we have

< W ′, vn > + < W, vn
′ >= 0.

Sinceκn = 0, W ′ is linear combination ofv1, · · · , vn−1. Hence< W ′, vn >= 0. So

< W, vn
′ >= 0.

i.e.,< vj, v
′
n >= 0 for j = 1, · · · , n− 1. Also, since< vn, v

′
n >= 0, v′n = 0, i.e.,vn is

constant. Now,

< γ, vn >′ = < γ′, vn > + < γ, vn
′ >

= < v1, vn > + < γ, 0 >= 0.

Hence we get< γ, vn >= constant. i.e.,γ lies in hyperplane.2
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Theorem 3.24 (Fundamental theorem of Frenet theory). Given any smoothκ2, · · · , κn

on (a, b) ⊂ R such thatκi > 0, i < n. Then there exists a unit speed curve

γ : (a, b) → Rn with these curvatures andγ is unique up to oriented isometry of

Rn.

Proof. Consider the matrix ordinary differential equation with an initial value. i.e.,

V ′ = KV, V (a) = I.

From the fundamental theorem of ordinary differential equations (linear case), there

exists a solution to this equation.2

Theorem 3.25 Let F : R3 → R3 be an isometry. Letβ be a unit speed curve inR3

with κβ > 0. If α = F ◦ β, thenκβ = κα, τβ = (sgnF )τα.

Proof. Sinceβ is a unit speed curve,α = F ◦ β is also a unit speed curve. Hence we

have

Tα = F∗(Tβ).

SinceF∗ preserves both acceleration and norm, we have

κα = ||α′′ || = ||F∗(β ′′)|| = ||β ′′|| = κβ.

Moreover, by definition,N = 1
κ
T ′. Hence

Nα =
α
′′

κα

=
F∗(β

′′
)

κβ

= F∗(
β
′′

κβ

) = F∗(Nβ).

This implies that, by Lemma 2.15,

Bα = Tα ×Nα = F∗(Tβ)× F∗(Nβ) = (sgnF )F∗(Tβ ×Nβ) = (sgnF )F∗(Bβ).

Hence, by the definition of the torsion,

τα =< N
′
α, Bα >=< F∗(N

′
β), (sgnF )F∗(Bβ) >= (sgnF ) < N

′
β, Bβ >= (sgnF )τβ. 2
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4 Bishop formulas

4.1 Bishop formula inR3

Let γ : I → R3 be a unit speed curve.

Definition 4.1 A vector fieldN along a curveγ is callednormal if < N, γ′ >= 0 for

all t.

Note that the Frenet vector fields{N,B} are normals when they exist.

Definition 4.2 A normal vector fieldN onγ is calledparallel if N ′ has no component

perpendicular to the curve. i.e.,N ′ = λγ′, whereλ is a real valued function.

Proposition 4.3 There exist parallel orthonormal normal vector fields along anyC2

curveγ in R3.

Proof. Let γ be a smooth curve. Letω1 andω2 be normal vector fields alongγ such

that

< ωi, ωj >= δij.

Now, we construct parallel orthonormal normal normal vector fields{N1, N2}. This is

equivalent to exist an orthogonal2× 2 matrixA = {aij} such that

Ni =
∑

j

aijωj

is parallel. AssumeN
′
i = λiγ

′
. Then< N

′
i , ωj >= 0 for all i, j. Equivalently,

< a
′
ijωj + aijω

′
j, ωk >= 0.

That is

δjka
′
ij+ < ω

′
j, ωk > aij = 0.

By the existence of the solutions of linear ordinary differential equation, the solutions

(aij) exist. This means that{Ni =
∑

j aijωj} are parallel orthogonal normal vector

fields.2

Definition 4.4 Let {N1, N2} be the parallel orthonormal normal vector fields alongγ

with N
′
1 = κ̄1γ

′
, N

′
2 = κ̄2γ

′
. Theseκ̄1 andκ̄2 are called theBishop curvaturesof γ

and{T, N1, N2} are called theBishop frames.
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Theorem 4.5 ( Bishop Formula). For a unit speed curveγ ∈ R3, we have




T
′

N
′
1

N
′
2


 =




0 −κ̄1 −κ̄2

κ̄1 0 0

κ̄2 0 0







T

N1

N2


 . (4.1)

Proof. Let γ be a unit speed curve andT = γ
′
. Then

T
′

= < T
′
, T > T+ < T

′
, N1 > N1+ < T

′
, N2 > N2

= −κ̄1N1 − κ̄2N2.

Others are trivial from the definition.2

Theorem 4.6 Letγ be a unit speed curve inR3. Thenκ2 = κ̄2
1 + κ̄2

2.

Proof. Let γ be a unit speed curve. Then, by the Bishop’s formula, we have

κ2 = ||γ′′ ||2 = ||T ′||2

= κ̄2
1 < N1, N1 > +2κ̄1κ̄2 < N1, N2 > +κ̄2

2 < N2, N2 >

= κ̄2
1 + κ̄2

2. 2

Theorem 4.7 Let γ : I → R3 be a smooth curve. Then̄κ1 = −κ cos θ, κ̄2 = κ sin θ,

whereθ(t) =
∫

τ(u)du+constant.

Proof. Let {T, N, B} be a Frenet frame and{T, N1, N2} be Bishop frame. Then



T
′

N
′

B
′


 =




0 κ 0

−κ 0 τ

0 −τ 0







T

N

B




and 


T
′

N
′
1

N
′
2


 =




0 −κ̄1 −κ̄2

κ̄1 0 0

κ̄2 0 0







T

N1

N2


 .

Since{N, B} ⊥ T and{N1, N2} ⊥ T , we can put

(
N1

N2

)
=

(
cos θ sin θ

− sin θ cos θ

)(
N

B

)
.
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So

N
′
1 = −θ

′
sin θN + cos θN

′
+ θ

′
cos θB + sin θB

′

= −θ
′
sin θN + cos θ(−κT + τB) + θ

′
cos θB + sin θ(−τN).

Hence

κ̄1T = −κ cos θT + (−θ
′
sin θ − τ sin θ)N + (θ

′
cos θ + τ cos θ)B.

Similarly,

κ̄2T = κ sin θT + (−θ
′
cos θ − τ cos θ)N + (−θ

′
sin θ − τ sin θ)B.

Thus

κ̄1 = −κ cos θ, κ̄2 = κ sin θ, (4.2)

θ
′
sin θ + τ sin θ = 0, τ cos θ + θ

′
cos θ = 0.

Thenθ
′
= −τ, and

θ(t) = −
∫ t

a

τ(u)du + C. 2 (4.3)

Theorem 4.8 Let γ be a unit speed curve inR3 with κ > 0. Then(κ̄
′
1)

2 + (κ̄
′
2)

2 =

(κ
′
)2 + κ2τ 2.

Proof. By Theorem 4.7, we have

κ̄1 = −κ cos θ = −κ cos(−
∫ t

a

τ(u)du + C),

κ̄2 = κ sin θ = −κ sin(−
∫ t

a

τ(u)du + C).

By differentiating (4.2),

κ̄
′
1 = −κ

′
cos θ − κτ sin θ , κ̄

′
2 = κ

′
sin θ − κτ cos θ.

Hence we have(κ̄
′
1)

2 + (κ̄
′
2)

2 = (κ
′
)2 + κ2τ 2. 2

Notation : κ̄(t) = (κ̄1(t), κ̄2(t)) is considered as a curve inR2.
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Corollary 4.9 Let γ be a unit speed curve. Thenγ is a straight line if and only if

κ̄ = 0. Andγ is a circle if and only if̄κ = constant6= 0.

Proof. This follows from Proposition 2.9 and Corollary 3.3.2

Corollary 4.10 Let κ̄2

κ̄1
= constant. Thenγ is plane curve.

Proof. From (4.2), we have

κ̄2

κ̄1

= − tan θ = constant.

Soθ
′
= 0, which impliesτ = 0. Therefore,γ is a plane curve.2

4.2 Bishop formula inRn

Let γ : I → Rn be a unit speed curve and{N1, · · · , Nn−1} be a fixed parallel normal

vector fields. LetT = γ′ be the unit tangent vector field. Define for anyi = 1, · · · , n−
1, by

κ̄i =< N ′
i , T >=< N ′

i , γ
′ > . (4.4)

SinceNi is parallel, i.e.,N ′
i = κ̄iγ

′, we have the Bishop formula.

Theorem 4.11 For a unit speed curveγ ∈ Rn, we have




T ′

κ1T

· · ·
κn−1T




=




0 −κ1 · · · −κn−1

κ1 0 0 0

· · · 0 · · · · · ·
κn−1 0 · · · 0







T

N1

· · ·
Nn−1




. (4.5)

Proof. It is trivial from the following fact.

T ′ = < T ′, T > T+ < T ′, N1 > N1 + · · ·+ < T ′, Nn−1 > Nn−1

= −κ̄1N1 − κ̄2N2 − · · · − κ̄n−1Nn−1. 2
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Proposition 4.12 Letγ : I → Rn be a unit speed curve. Then

κ2 = κ̄2
1 + κ̄2

2 + · · ·+ κ̄2
n−1.

Proof. It is trivial from the definition. 2

Definition 4.13 Regard̄κ(t) = (κ̄1(t), · · · , κ̄n−1(t)) ∈ Rn−1 as a curve. We call̄κ as

thenormal developmentof γ.

Theorem 4.14 A curveγ lies in an affine subspace of codimensionm in Rn if and

only if its normal development̄κ lies in a linear subspace of codimensionm in Rn−1.

Proof. First, we prove in casem = 1. Then subspaces of higher codimension can be

obtained by intersecting codimension 1 subspaces(hyperplanes). In fact, form = 1, γ

lies in hyperplane if and only if< γ, a > = constant, wherea 6= 0 is a constant vector.

By differentiating, we have

< γ′, a >= 0.

Hencea =
∑n−1

i=1 ciNi, where{Ni} are Bishop vector fields. By differentiating,

0 =
∑

c′iNi +
∑

ciN
′
i =

∑
(c′iNi + ciκ̄iγ

′).

Then
∑

i ciκ̄i = 0 andc′i = 0. Hence we have

< κ̄, c >= 0, c = (c1, · · · , cn−1) = constant,

which means(κ̄1, · · · , κ̄n−1) ∈ linear subspace (hyperplane) inRn−1.

Generally, for higher codimensionm, let ai andbi (i = 1, · · · ,m) are constant such

that < γ, ai >= bi. Thenai =
∑n−1

j=1 cijNj and< γ′, ai >= 0 for all i. Hence

< κ̄, ci >= 0, whereci = (ci1, · · · , cin−1). This implies that the proof is completed.

2

Theorem 4.15 A curveγ lies on a sphere of radiusr > 0 in Rn if and only if its

normal development̄κ lies on a hyperplane distance1
r

from0 ∈ Rn−1.

Proof. Let γ : I → Rn be a unit speed curve. Thenγ lies on a sphere of radiusr. That

is ||γ − a||2 = r2. By differentiating, we have

0 =< γ′, (γ − a) > .
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Henceγ − a =
∑

ciNi where{Ni} are Bishop vector fields. By differentiating,

γ′ =
∑

c′iNi + ciN
′
i =

∑
c′iNi + ciκ̄iγ

′.

Thenc′i = 0 and
∑

i ciκ̄i = 1. Henceκ̄ lies on hyperplane orthogonal to c.

Moreover, sincer2 = ||γ − a||2 =
∑

c2
i = ||c||2, the distance from0 to hyperplane is

< κ̄, ( c
r
) >= 1

r
. 2

Corollary 4.16 A curveγ lies on a sphere of radiusr > 0 in R3 if and only if κ̄ lies

on a straight line with a distance1
r

from0.

Remark 4.17 (Conclusions)

(1) In Frenet theory, any curve must be at leastCn−1 in Rn. Moreover, if anyκi

vanishes at single point, we can not define higherκi’s andvi’s.

(2) In Frenet theory, ifκn = 0, then curve lies in an affine subspace(Theorem 3.23).

But we do not know when the curve lies on the sphere.

(3) In Bishop theory, we know when the curve lies on the sphere(Theorem 4.15).
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