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1. INTRODUCTION AND PRELIMINARIES

1.1 Introduction

Let Bx be a finite Boolean algebra. We may assume that B; consists of
the subsets of a k-element set Si. Union is denoted by +, intersection by
juxtaposition, and complementation by *; 0 denotes the null set and 1 the
set Sx. Addition and multiplication of matrices over By are defined as if they
were over a field, as are the zero matrix, 0, the zero vector, o, and the identity
matrix, I. There is a great deal of literature on the study of matrices over
a finite Boolean algebra. Yet despite the fact that most Boolean algebras
contain zero divisiors, many results in Boolean matrix theory are stated only
for binary Boolean matrices, which have no zero divisiors. This is due in
part, as Gregory, Kirkland and Pullman points out in their papers of the
subject[1],to some properties of the matrices over a binary Boolean algebra
B,.

In this article, we study the properties of period, cycle depth and power
index and research the conditions to be a primitive matrix. In Chapter 1,
preliminary results and definitions are presented. In Chapter 2, over binary
Boolean algebra, we present the relations among period, cycle depth, and
power index when a matrix dominates I, and find out the conditions to be
a primitive matrix. They are contained in Section 2.1 and 2.2, respectively.
In Chapter 3, we generalize the results which are in Chapter 2 to over non-

binary Boolean algelra.



1.2 Preliminaries

We will give some definitions for a binary and a general Boolean algebra.
We refer to the scalars, vectors, and matrices over B, as binary Boolean.

A nonempty family V of n-vectors over By, i.e. of members of BY, is a
vector space in B} if it is closed under addition and under multiplication by
scalars(members of By ). The notions of a linear combination of vectors and
a spanning set of vectors are the same as for fields. A collection of vectors
is said to be lLinearly dependent if one of its members can be written as a
linear combination of the others, or if it is {0}, the zero space. Otherwise
the collection is linearly independent. In particular, a set consisting of a
single nonzero vector is linearly independent set. For matrices A, B, we say
A dominates B, written A > B | if A and B are compatible for addition
and if, for all 2 and j, a;; 2 b;;. Then A > B if, and only if, A+ B=A. It
is easy to verify that whenever A dominates B, and Cis compatible with A
for right multiplication, then AC dominates BC. We say that A and B are
incomparable if neither A > B nor B > A. If A dominates B, but A # B,

we write A > B.



2. BINARY BOOLEAN MATRIX

In this Chapter, all matrices are binary Boolean matrices.

2.1 Period, Cycle depth and Power index

Before proceding further, we will need some definitions to describe prop-
erties of the set of powers of an n x n matrix B, P(B). Because the set is
finite, there arc indices » > 0 and s > 1, such that B" = B™*. Let p be
the least such index s and let ¢ = min{r : B” = B"*?}. The indices p and
c are called the period and cycle depth respectively. Define the power indez
of B, d = d(B), to be the first integer such that it is a linear combination of

previous powers of B. Let B = I. Then we have
P(B)={I B, B, B, ..., B}

Proposition 2.1.1([1]). For any n x n matrix B, d < ¢ + p.

Proof. By definition of the cycle depth and period, we have B¢ = B¢t?,

Hence, we get d < ¢+ p.

Example.

0 0 1
Lete B=|1 0 0. Then, we have
1 1 0

B? =

— O -
OO
— = o



1 0 1
B*=]|11 0],

1 1 1

1 11
Bt=11 0 1],

1 11

1 11
B°={1 11

1 11

= B", for n > 6.
Thus we obtain that p =1, ¢=5 and d = 3. O

One of the most impotent properties of Boolean matrices is that they have

a period.

Lemma 2.1.2. For all n > 1, if B is an n x n matrix dominating I, then

the period p = 1.

Proof. The proof proceeds by contradiction. Let p and ¢ be the period and
cycle depth, respectively. Let us assume that p # 1 (i.e. p > 2). Then we
have

I<B<B?<...<B"<-.--.
Then we have B® # B! B<t(?=1) o£ Be*? hecause p > 2. Hence we have
Bc—l S B¢ < BC+1 < e & BC+P—1 < Bc+P S Bc+p+1 R

But B¢ = B°*? and so B¢™! < B¢ = Betl = ... = Betr — Betpt+l — ..
This contradicts to B¢ # Be*! and Bet(r=1) £ Betp,

Therefore, p = 1. O



Lemma 2.1.3. For alln > 1, if B is n X n matrix dominating I, then the

power index d = ¢ + 1.

Proof. The proof proceeds by contradiction. By Proposition 2.1.1, 2.1.2, we

note that d < ¢+ 1. Let us assume that d < c+1 (1e. d<c¢).

First, we suppose that d = ¢. Then we have
I<B<...<B'<...<B°= B¢

and there exists 7 such that i < ¢ and B¢ = B, Thatis, I<B <--- < B' =
...= B¢ = Bd.

This contradicts the minimality of ¢. Next, we suppose that d < c.

Let d = j < ¢. Then there exists 7 such that i < j < cand Bt =-.- = B/ =

B¢ < B°. This contradicts the minimality of ¢. Hence, d = ¢ + 1. O

Lemma 2.1.4. Let B he ann x n matrix dominating I. Then d < n.

We prove this Lemima at the end of this section 2.2.



2.2 The conditions of primitivity

If B is primitive, that 1s, if B¢ = J,, , the n x n matrix of all ones, then
the period of B is 1.

We denote the n x n Boolean matrix whose all entries are 1 as J,,. Let B
be an n x n Boolean matrix. If some power of B becomes J,, then we call

B a primitive matrix. Then the period of B is 1.
Theorem 2.2.1. Let C be the n xn permutation matrix which all diagonal
entries are zero with n < 4. Then
(1) C, C?, .-, and C" arc distinct permutation matrices.
(2) C* =1,.
(3) C+C*+ ---4+C*"=17,.
Proof. Let E;j be a matrix which only (2, 7)-entry 1s 1 over binary Boolean
algebra. Mathematical induction provides the best means for confirming this
guess. First of all, for . = 23,4, we have the followings;
When n = 2,
C =Ep+ Ez,
C’=En +Ex=0L.
and so C + C? = J,. It holds conditions (1),(2) and (3).
Wlen n = 3, let 7,5 and & he mutually distinct. We have
C =E;; + E; + Ey,
C* =Eu + E;; + Eyj,

CE:CZ-CZE,','-FEJ']'-FE}:I::I&



Thus C + C? + C* = J3. Also, (1),(2) and (3) hold.

Finally, when n = 4, let 7, 7, & and [ be mutually distinet. Then we have

C =E,; +Eji +Eu+E;,
C*'=E4x+Ej; +Eu+ Ey;,
C’ =C’-C =Eq+E;j; + Eij + Eu,

ct :C3~C:Eii+E]‘j+Ekk+E”:I4.
It is certainly correct. a

Theorem 2.2.2. Let C be an n x n permutation matrix which all diagonal

entries are zero. Lot B=1+C. ThenI+C+---4+C*=B*=B""! =7J,.

Proof. Since B = I4+C. we have

B=(1+C)
=I"+1-C+C-1+C?
=1+ C+C~%

B’ = (I+C)*(I+C)
=(I+C+C*)(I+C)
=IF+1-.C+C- I+C*4+C*.1+C?

=1+C+C*+C.

B”:I+C+C2+"‘+C1'_1+Cn.



By Theorem 2.2.1.

B":I+C+C2+--~+C"—1+C"

:I+C+CZ+'~'+C”—1

:B”_lz.]".
This completes the proof.
Example.
1 1 0 010
Let B=[0 1 1]andC=|[0 0 1].Then we have
1 0 1 1 00

.
|

oSO = O~ O
o= o = OO

— o O OO

Thus we know that

B =1+C+C2%2+¢C3
=I+C+C?
= B*

:J:;.

Hence B is primitive.



Theorem 2.2.3. Let C be an n x n permutation matrix which all diagonal
entries are zero and O a matrix whose nonzero entry is different to any one

of the nonzero entries in C with n < 4. Then C+0O is primitive.

Proof. Let E;; be matrix which only (7, j)-entry is 1 over binary Boolean
algebra. We again argue by induction on n. For n = 3,
C+0 =E;;+Ei +Ei +Ei,
(C+0)'=Eu4 +E;;+Ei,; + Exx + Eyi,
(C+0) =E,+E,; + B + E:;; + E;i + Exi + Eix + Ey;.
Thus we obtain (C + O)* > I+ C. Therefore C40 is a primitive matrix by
theorem 2.2.2. For n =4
C+0 =E, +E;+Eu+E;+Eyg,
(C+0) =Ey+E;; +En+E; +Ey+Ey,
(C+0) =E +E;;+E;; +Eu+ Eu+ Ei + Ey,
(C+0)'=E, +E;; +E;s +Ex +Eu+Ey+ E;j + Eix + By
=E,+E;;+Eu+Ey+E;+Eji + Ex + E;i + Eir.

Thus we have (C + O)' > I+ C. Therefore C+O is a primitive matrix by

theorem 2.2.2. g

Remark. In the theorcms 2.2.1 and 2.2.3, we can show that the results

holds for any fiuite integer . But the proofs are tedious, we omit them.

we hiave the following Theorem.



Theorem 2.2.4. Let B be an n x n binary Boolean matrix. Let C be an
n x n pernntation matrix which all diagonal entries are zero and O be a

matrix whose nonzero entry is different to any one of the nonzero entries in

C. Then

(1) B(= 1+ C) is primitive matrix if C dominates a permuatation matrix

which is not synmumnetric in any even n.

(2) B(# 1) is primitive matrix if C satisfies (1) condition and B > C + O.

Lemma 2.2.5. Let B be the binary Boolean matrix. Then B and BT have

the same period. eyvele deptl and power index.

Proof. To show that B and B have the same period, eyele depth and power
index. Let p, ¢ and d he period, evele depth and power index of B, respec-

tively. Then we Lave
B,\ JE B,j-{—p o1 Bc+2p 25

Note that (BS)" = (B7)". We have

c times

B = (B7 . BT e BT)T — {(BT)C}T,

c+p trmes

~

BF-HJ — (B’I . BT ..... BT)T — {(BT)C+])}T‘

Since B = Bt {(BT)}7 = {(BT)*r}T. This shows clearly that (BT)¢ =
(BT)H"’.

10



11 ,
But B¢ = 3 (7] a;B'. Consequently we have

i=1
d—1

(B(I)T - (E CY,‘Bi)T

1=1

d—1
=Y ai(B)T

i=1
d-1

=Y a(BTY)

=1

— (BT)d

Thus the period, cyele depth and power index of BT is not greater than
those of B. If we exchange the role of B and BT in the preceeding proof,
we obtain that the period. evele depth and power index of B are not greater

than those of BT, Henee they are the same. a

We restate lemma 2.1.4 and give the proof at here.

Lemima 2.1.4. Let B be an n x n binary Boolean matrix dominating I.

Then o < n.

ISBSB‘JS”_SBH—I:B71:Bn+1:'”,

which means that c<n—1landc+1=d<n. a



3. GENERAL RESULTS

We continue our program by proving a general result over Boolean algebra
By with £ > 2. Let 04,02, -, 0k denote the singleton subsets of Sg. For each
p x ¢ matrix A over By, the Ith constituent of A ,AM | is the p x ¢ (0,1)
matrix whose ¢jth entry is 11f and only if a;; 2 o4,

Evidently A = Zle 71 AY . The next two propositions follow easily from
the definitions and the fact that for any singletons ¢ and 7, o7 = ¢ or G

according as 7 = ¢ or not.

Proposition 3.1([1]). If A = Zf:x 71CW and the CW are all (0,1) ma-
trices, then C = A for all 1 <1 < k. That is, the constituents of A are

. . . k
the nnigue binary solitions to A =3, o X,

Proof. Let A = 3,_, 0;CY. Then

k
gA = oy Z o,CctY
=1

= o(,CY 4+ 6,CP 4. 4 5, CH)
=7, C,

Lo, oA = mC({).

Also clearly oyA = ;AW and hence a A = o, CD,

Therefore AY = CO foralli=1,2, ---, k. d

12



Proposition 3.2([1]). For all p x ¢ matrices A, all ¢ x r matrices B and

C, and all « € B,
(a) (AB)(” — A“)B“),
(b) (B+C) 0 =B 4+ CcW, a‘nd.

(c) (@AY = WA forall1 <1<k

Proof. Let A=34  o,A0. B =Y% o,BU.

(a): We Lave

k k
AB = <Z ﬂJ‘A(j)> (Z G']'B(J)>
=1 j=1

= (o A" +~-+U;\.A(k))(0]B“)+...+UkB(k))

Thus AB = Z[kzl 7 A'UBY Note that AB = ZL] a(AB)Y.
Hence (AB)Y = AUBW 1y proposition 2.1.1.
(b): We obtain
k k .
A+B= <Z rfJA(J)) + (Z JJ-BU)>
J=1 J=1
= (ﬂIA(” 4+ -+ UkA(k)) + (U]B(l) + .- +0,kB(k))

= (A" 4+ BY) -+ o (AW 4+ BW),

Thus A+ B = Z{L:I (A +BW), Note that A + B = Zle oA +B)D.
Henee, (A + B)(0 = AW + B by proposition 2.1.1.

13



(¢): Now we have

aA = (\(UlA“) 4+ .+ OkA(k))
=an A+ 4 ac AW

— o aMAM 4 4o aPAB
k

= ZO’[(I‘(”A“).
=1

Notice that 0 A = S°F gila A,

L=
By Proposition 2.1.1, we have (aA)D = aWAWM Hence the proof is com-

pleted. d

Lemma 3.3. Let B be the Boolean matrix over B;.
Then
po= 1(:71:,{];“)‘ 1)(2)}’

il 711,(1,1{('(1), c(z)},

d = maz{dV, d?}.

where, p'Y and p#. ¢ and 2, dY and d?) are periods, cycle depths,
power indices of constituents of B, respectively.
Proof. It is easy to check them by our new definitions. Let p() and p?)| V)
and ¢ dM and d'?) be periods, eyele depths, power indices of constituents
of B, respectively. Now, consider the following four cases.

. Case 1) ¢V =@ and pth = pt),
Case 2) V) = 2 und pth &£ 2,

14



Case 3) !V # 2 qud ph) = pta)]

Case 4) ot # ) and [,m # 1)(‘-’).

We prove Case 4) ouly. Because we can also get the same results with a
similar way in there proofs.

Case 4): Lot oV # ¢ and p) # p@. Put ¢V < ¢® and pV) < p®.

Then we have

| 1 A . ot ) c(2)
(B(”)' Pttt (.B(”)' (B(Z)) Dp (B(Q)) z )

: - 2) : RIS 2) (1) 4,2
Sinee ¢V < %1 and so (B = (B“))C( . But (B®)c '+p ) #

(B('“)"m. Thus, ¢ = 'I/J,rl,Jr{('(”, (‘(2)}. Hence

)

(B = (B, (B(‘Z))c+p(2) = (B@)°,

But siuce pth < pt?owe get that

(B(l))r _ (B(l))"+"“/ 3 (B(l))t'%—‘l]'“] _ - (B(1))c+lcm{},(1),1,(2)} _ .

bl

(B = (B gyt o (@)etlem () o

Y

2

Thus, p = lem{pt", p*}. Similarly, suppose dM < d?),
Then we obtain B = B 4 B(z)d“), B« = gmd® 4 B@ad?

VISR . o . . (1)
But B s nor linear combinition of previous nonnegative powers, B¢

is also not. Couscquently, d = 71/,(1.;17{(1“),(1(2)}. d

Lemma 3.4. For all n x n Boolean matrices B over By, we have d < ¢+ p.

Proof. It is casy to cheek them by our new definitions. Let pM and p?@, W
and ¢ dM and 39 Le periods, eyele depths, power indices of constituents

-

15



of B, respectively. Now we have

d = ‘T?I,(I.JZ{(I(]), (l(!)}

IN

111,(1.1;{c“) + p(l),cu) + p(z)}

mru;{c“), 0(2)} + maz{p(l),pu)}

IN

TVL(L:IJ{C(]), 0(2)} + Icm{p(l),p(z)}

IN

= ¢c+p.

Lemma 3.5. Let B Le a matrix over B, .such that each constituent of B is

idempotent matrix. Then BT s also idempotent and d = ¢+ p

Proof. It is not hard to see that B is idempotent if each constituent is idem-

potent. Since B = o B 4 0,B?),

B =0, B 4 5,B*)?
= O'IB(I) + UzB(z)

= B.

Thus B is idempotrent matrix. Also the period, the cycle depth and power
index of B are 1, 1 and 2, respectively.

If B is identity matrix, then p=1, ¢ =0 and d = 1. Hence d=p +c. a

The next theorem establishies some properties of all n xn Boolean matrices.

16



Theorem 3.6. For «ll n x n Boolean matrices B over By, we have the
followings;

(1)d < c+p.

(2) If B dominates I, then the period p = 1.

(3) If B dominates I, then the power index d = ¢ + p.

(4) HB dominates I, then d < n.

(5) If all the constitnents of B satisfy either (1) or (2) condition of Theorem
2.2.4, then B Is prianitive matrix.

(6) B and BT Lave the same period, cycle depth and power index.

(7) If each coustitnent of B is idempotent matrix, then BT is also idemptent

and d = c+ p.

Proof. Tt is casy to cheek them usimg previous Lemmas.
— T (h
L(tB~El:1r71B 3

(1): For all constituents,
JU < D +p“), [=1,2,--- k.

We obtain

d = 'm,rz,:lr{(/“). A ,(](k)}
< '///,r/,./:{('“J + [)(1). ceey k) + ])(k)}

< ‘III,H'JT{('U)."' ,f'(k)} + m(w{l)(])a"' 7p(k)}

IA

maz{c Y flem {(pM Lo p)
=+ p.

17



(2): We note that I < B = ZLI o B,
This means that

ol = ff[I“) <og = O’[B(I).

Hence I'D < B, Sinee the period of each constituent is 1,
p=lemn{p™M, p. . pH} =1

(3): For all the coustituents,
0=y =12, [k

Thus, there exists ¢+ sueh that d@ = ¢ 4+ 1 and i = maz{1,2,--- ,k}.

Therefore,

d = maz{dV ... JHY =g = 04

= 77),{1,.’11{C(1).,"' ,C(k)} +1=c+1.

(4): Since the evele deprli of all constituents satisfies ¢ < n — 1. for all

I=1.2-- k. We have
¢ = 7/1.1/.1:{('“), e .('(k)} <n-1, e d<n.

(5): Since all constituents are primitive, B is also primitive.

(6):

(B(‘>T - (([}; n’B“))>T = <§ UIB(”)T = gaz(B(l))T
_ gg,((Bmy)c _ (gm(B“))Ty <§ a,(BT)“))C
~ (B7)

13



and B¢ = Bt and so we get (BT) = (BC+7’)T = (BT)c+p.

From the definition, BY = ;1;11 oi(B)V. Consequently

d—1 T d—-1

Bd (ZU’B 1)) ZU’( (l) dz_: (1) (BT)d

as desired.

(7): Since BY is idempotent, for all I = 1,--- | k, we have

k : k
‘= (Z mB“]>z = Zaz B(l) ZU[B(I) =
(=1 =1

19
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< Abstract >

On properties of power matrices

over Boolean algebra

We study that the properties of period, cycle depth and power index of power
matrices over Boolean aleebra and research the conditions for a matrix to
be primitive. We also extend some results on these properties over binary

Boolean algebra in [1] to the case of non-binary Boolean algebra.
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